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Foreword

It is my privilege to write the forward to the 9" volume
of the research journal of our college. This issue
includes a collection of research manuscripts related to
findings in different fields of science and gives an honest
look at the progression of science and technology in this
rapidly growing technological world. [ am sure that the
articles in this issue will improve one's knowledge in all
these aspects in a very efficient way and will provide the
primary forum for advancement and dissemination of
scientific knowledge. I would like to praise all the
people who put their efforts for the making and
publication of this journal.

Dr. S. Jayasree
Principal
Govt. Arts and Science College



Preface

am delighted to introduce the new issue of the

science journal of Government Arts & Science

Journal. This journal provides a really exciting
opportunity to consider the truly interdisciplinary
nature of different science topics at a time of great
change across the wider technology world.

The objective of this journal is to publish up-to-
date, high-quality and original research papers along
with relevant and insightful reviews. As such the journal
tries to be captivating and accessible, and in the
meantime integrative and challenging. This journal
issue consists of two types of papers, original research
articles and review papers. Research Papers are more
traditional in form and demonstrate theoretical and
experimental works in the different research areas and
gives a clear contribution to knowledge in the
respective field. Critical Reviews, provide a critical and
concise yet comprehensive and contemporary review of
aparticular theme.

An overview of the contents of this issue is
discussed as follows. The issue is opened with a
research article in Statistics entitled “Process Capability
Indices and Its Applications”. In this paper the authors
have identified certain process capability indices which
are suitable for normal and non-normal data. Also they
have compared two different types of processes using
capability indices for decision making.

In the second paper entitled “Structural,
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Thermal and Electrical Characterization on Gel Grown
Cobalt Succinate Tetrahydrate Single Crystals” the authors
describe the growth features of Cobalt Succinate
Tetrahydrate crystals in silica gel medium and detailed
structural study of the grown crystals.

The next article deals with the preparation and
characterization of hybrid bionanocomposite materials for
water purification. Hybrid Chitosan-ZnO composites were
prepared by sol-gel method, and characterized by Fourier
transform infrared spectrometer, X-ray diffraction and
Scanning Electron Microscopy. The composites were
found to behave as an excellent adsorbent and
antimicrobial material.

The fourth paper entitled “Generalizations of the
Weibull Distribution and its Applications in Lifetime Data
Analysis” the authors have investigated the various
generalizations of the Weibull distribution and have
illustrated the applications of the Weibull distribution with
resilient and tilted parameter.

The next paper describes the synthesis of silver
nanoparticle using leaf extracts of Azadirachta Indica and
Terminalia catappa and the demonstration of antibacterial
activity of the prepared samples. The sixth paper is a
review paper on the green synthesis of zinc oxide
nanoparticles and various applications of nanoparticles in
different fields. In the article entitled “Synthesis &
Characterization of Mn doped ZnS Nanoparticles”, the
authors have focussed on the synthesis of pure and doped
zinc sulphide nano particles and their photo luminescent
properties.

In the next paper k-nodal set of a graphs are
discussed and Degree Polynomial of a graph is introduced.
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Some properties of this polynomial are observed and degree
polynomial of some specific graphs is computed.
Supercapacitor application of electrospun PVA — PANI
composite nanofiber electrodes is discussed in the next
article.

In the next article entitled “On Strength of Fuzzy
Graphs” the authors describes some basic definitions and
terminologies of fuzzy graphs, which have generated
interest in many researchers in mathematics as well as in
engineering. In the next paper the strength of various fuzzy
graphs are determined in terms of order of the graph/ the
number of its weakest edge, using the concept of strength of
connectivity. The next two articles are related to
complement tree domination numbers. In the next paper the
betweenness centrality of graphs obtained by some graph
operations in the star graph and some construction of
betweenness uniform graphs are discussed. Last article is
an analysis paper in mathematics.

I take this opportunity to thank all the journal's
collaborators and supporters. On behalf of the Editorial
Board and the whole Editorial Office, I would like to
express our gratefulness to the authors of articles published
in this issue.

Dr. Binitha M P
Department of Physics
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PROCESS CAPABILITY INDICES
AND ITS APPLICATIONS

m Swalih K., Bindu Punathumparambath?
1Department of Statistics, Govt. Arts and Science College, Kozhikode.

2 Asstistant Professor, Department of Statistics,
Govt. Arts and Science College, Kozhikode
Email:ppbindukannan@gmail.com

Abstract

Process capability indices (PCIs) have lot of applications in
the manufacturing industry as it provides measures of
process quality. Several basic process capability indices
such asC,, C,, and C,, were used to monitor the process
potential and process performance.In the present study we
identified indices which are suitablefor normal and non-
normal data. Also we comparedtwo different types of
processes using capability indices such as C Cpk,Cpk , and
C,.for decision making. We illustrated this with real
datasets related to two suppliers, who provided aluminium
foil materials to an electronic company in Taiwan. The
analysis is carried out using R Package.

1.INTRODUCTION

Quality is one of the most important consumer decision
making factors in the selection among competing products
and services. Understanding and improving quality is a key
factor leading to business success, growth and an enhanced
competitive position. Quality control requires an
environment in which both management and employees
strive for perfection. This is done by training personnel,
creating benchmarks for product quality, and testing
products to check for statistically significant variations.The
first significant attempt to understand and remove process
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variation in a scientific way was made by Walter A.
Shewhart of Bell Telephone Laboratories in the 1920's.

Shewhart developed the concept of statistical control
chart in 1924 and the final conclusions were available in
Shewhart (1931). Shewhart's system of Statistical Process
Control was developed further by his colleague, W.
Edwards Deming. By the middle of 1930's Statistical
Quality Control (SQC) methods were widely in use. SQC is
one of the most important applications of statistical
techniques in industry. It is a set of statistical tools used by
quality professionals.

A search for providing proof of quality via process
capability study naturally ends up with the construction of
one or the other of a set of process capability measures more
commonly known as process capability indices (PCIs). The
concept of PCIs was introduced by Juran et al. (1974). They
realized the need for a single ratio or index to compare the
specification interval with the actual process spread or
variation as a measure of process capability. Detailed
references on PCls are available in Kotz and Johnson
(2002), Kotz and Johnson (1993), Kotz and Lovelace
(1998), Spiring etal. (2003) and Pearn and Kotz (2007).

Process capability analysis is a very valuable
engineering decision tool. Quality engineers and managers
are often faced with decision problems such as whether to
accept or scrap a batch of process output, to intervene or not
to intervene in a production process, or to review or not to
review a managerial decision to intervene in a production
process etc.Process capability analysis can be defined as the
quantification of process variability, as the analysis of this
variability relative to product specifications, and as an aid in
eliminating or greatly reducing this variability in
development and manufacturing.

In the present paper, we studied different types of
process capability indices and its applications. Section 2
describes various process capability indices. Process
capability indices for non-normal cases were studied in
section 3. Section 4 is devoted to the applications of process
capability indices. Finally, some concluding remarks were
giveninsection 5.
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2.PROCESS CAPABILITY INDICES (PClIs)

A process capability index is a unit-free measure
that quantifies the relation between the actual performance
of the process and its specified requirements. These indices
are proved to be extremely useful in attaining various
production targets when used in conjunction with
Engineering Quality Control methods. A process is capable
if the capability index exceeds a threshold value which can
never be less than one in any case. Its value can be used to
measure the extent to which the process meets the
specifications. In general, higher the value of the index,
lower the amount of products outside the specification
limits. If the value is not up to the requirements,
improvement efforts can be initiated based on the value of
the index.

General form of PCls = specificationinterval 2.1)

processspread

Table 2.1: Classification of processes based on the value
of the capability index.

Capability value Grading
Less than 1 Inadequate
1 and less than 1.33 Capable
1.33 and less than 1.5 Satisfactory
1.5 and less than 2 Excellent
2 and above Super

Next we discuss the different types of process capability
indices.

2.1 The Cindex

The history of PCls began with the introduction of the Cp
index by Juran et al. in 1974, though it did not get consi-
derable acceptance, until early 1980s. They defined the
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index asindex as

Cp = USL—-LSL  allowable range of measurements 2.2)
60 actual range of measurements

Finley (1992) refers to this index as Capability Potential
Index (CPI), and Montgomery (2005) as Process Capability
Ratio (PCR).

FProportion of
defsctives

=

S I
Actual range ]
= i
I

Allowable range

e

Figure 2.1: Comparison of actual and allowable
variation ranges.

The numerator of Cp gives the size of the range over
which the process measurements can vary. The denomin-
ator gives the size of the range over which the process is
actually varying. Obviously, it is desirable to have a Cp as
large as possible to attain high capability. But even when
Cp is large, the process may not be capable, unless the
process mean is located at safer positions between LSL
and USL as can be seen in figure 2.1.

2.2 The C, Index

A capacity index that takes into account the change in
both the process mean and process variation was felt by
many, and that resulted in the proposal of the C,, index
by Kane (1986). C,, is defined by a three-step procedure
as follows:

Let

_ USL—u _ allowable upper spread

C u
i 3o actual upper spread
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and
c - u—LSL allowable lower spread
o 3c actual lower spread
then Cou=min{ Cyi , Cyu }
; [_u—LSL USL—,&}
=minj —,——
s ' 3
_d—|u-M| | =USL—LSL =USL+!.5L
3 9 S - T
i } L ..
LSL M K USL

LLower 3o | Upper 30 |

Ju—_l___SL | USL—u |

>

Figure 2.2: Comparison of amount of room available to
amount of room needed.

Figure 2.2 illustrates the C,, index. Gunter (1989)
describes C,, as a way to measure the ratio of the amount
of room needed to the amount of room available to
produce product within specifications.

2.3 The C_ Index

The indices Cp and Cpk do not take into account the fact
that the process mean p may differ from some other more
interested target value T. As per modern quality improvement
theories, it is important to use target values and to keep the

process on target.
The case when . ¢%=M referred to as asymmetric

tolerances and most of the earlier PCIs were designed for
13
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symmetric tolerances. PCls, free of target values T, gene-
rally assume their maximum value when  -USt£LSL and
hence in such cases process conditions are so arranged that
wis at M, as far as possible. This is not the case of indices
incorporating a target value.

Chan, Cheng and Spiring (1988) introduced such a
capability index that incorporates a target value into its
formula. The index proposed by them can be taken as a
measure of process centering, and it is called C,,,,

USL + LSL USL-LSL USL-LSL
if T = -

o _60\/l+(“;Tj2 (2-4)

where
=\/E(X—p)z+2E(X—u)(p—T)+(p—T)2

Since E(X)= w.0°= E(X-nYy

IfT = USL+LSL,C;M =min{USLTT7T—L{SL} 2.5)
2 3c 3c

2.4 The C;k Index

A process is said to be centred or to have a symmetric tole-
rance if the target value T is the midpoint of the specifica-
tion intervalie T = M. Though symmetric cases are common,
asymmetric cases do occur in the manufacturing industry
as just seen in the case of C,,
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To overcome this problem, Pearn and Chen (1998)
proposed the C;k index, defined by

. d -4
G =5 (2.6)

Where
d’ =min {USL—T,T— LSL}andA" = max|:d (u=1) (T~ ”)}

USL-T ~ T-LSL

Now we discuss the process capability indices for non-
normal approach.

3. PROCESS CAPABILITY INDICES OF NON
NORMAL APPROACH

Recently, research on non-normal process capability indi-
ces has emerged. Gunter (1989) pointed out the following
three non-normal distributions with the same mean and
standard deviation as those of a normal distribution: (1)
chi-squared distribution with 4.5 d.f.; (2) t distribution
with 8 d.f. and (3) uniform distri-bution. Although having
the same C, and C, indices, the defects falling outside
+3c are significantly different.

Clements (1989) used a Pearson distribution curve to
estimate the non-normal process capability index. If the
distribution of measurements of a quality characteristic
belongs to the Pearson family of probability curves consi-
sting of normal, lognormal,t, F, beta and gamma distributi-
ons, then let

P(LPL<p<UPL)=1-0.0027 = 0.9973,

where the process mean is replaced by median, UPL
is the 99.865 percentile, and LPL is the 0.135 percentile of
the Pearson family. The non-normal process capability
indices are defined as:
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C,- USL - LSL 2.7)
X99.865 — X0.135

¢, - Usl=x 2.8)
X99.865 ~ Xs0

—LSL

c, _ X0 —LSL (2.9)
Xso — Xo.135

C,= min{CW,Cp, } (2.10)

_ th .
Where x,, = p*100™ percentile.

When the collected data do not belong to a specific
distribution of Pearson family of probability curves, we can
use the Chebycheff inequality listed below to estimate UPL
and LPL:

p(IX —ul <ke)=1 *kiz where k >1.
This means that when we use x to estimate [ at

least100(1 - (1/k%))% of the observed values will fall within
pntkc

regardless of what distribution it is. For example, ifk =5,
at least 96% of the observed value will fall within p+56 ,
and then we can use UPL= Xo3, LPL =X, and L = Xy,. The
formulae for calculating normal and non - normal process
capability indices can be summarized, according to three
types of specifications: (1) bilateral specification; (2) unila-
teral specification with target value;and (3) unilateral speci-
fication without target value, as in Tables 3.1-3.4.

16
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Table 3.1: The formulae of process capability indices to
calculate normal and non-normal data for bilateral
specification if T = (USL+LSL)/2.

Normal Non-Normal

R USL-LSL USL-LSL
P USL - LSL L= Lok

p 6s X99.865 ~ X0.135
A _Y ¥-— . | USL-x,, x,,—LSL
C o ml_n{USL X’XiLSL} mm{ 0 X0 }

3 3s Xo9865 ~Xs0 Xs0 ~Xo.135

R USL-LSL stk
C e “ %) 2

pm 6m 6 (x"°"“‘6x"”‘) +(xy=T)

Table 3.2: The formulae of process capability indices to
calculate normal and non-normal data for bilateral
specification if T # (USL+LSL)/2.

Normal Non-Normal
oy USL - LSL USL—-LSL
c - —_—
p 6s Xo9.5865 ~ Xo.135
~ X X- USL - —LSL
¢ min{Usg XX 3LSL} mm{ Yo X }
S S X99.865 ~Xs50 Y50 ~Xo.135
USL-T
A 3, Xo9.865 ~ Xo.135 ¥ SU77‘ \2
c st T-LSL . \J( 6 J“"‘ )
pm | min — B — min T-LSL
3J.v2 +(X-TY 3\/,?2 +(X-TY :
Xo0.565 ~ X0.135 \
3 (f] (=T

Table 3.3: The formulae of process capability indices to
calculatenormal and non-normal data for unilateral
specification if target value does not exist.

Normal Non-Normal
& USL-X USL - x,,
pu 3s _
X99.865 — Xs0
¢ X-LSL X5 — LSL
P A 7oL
3s Xs0 — X0.135

17
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Table 3.4: The formulae of process capability indices to
calculate normal and non-normal data for unilateral
specification if target value exists.

Normal Non-Normal
o USL-T USL-T
’ 6s Xo99.865 ~ Y0.135
P USL-X USL — x5
pu 3s X99.365 ~ Xs0
| T i
3s Xs0 ~ X135
é T—-LSL T-LSL
P 6s X99.865 ~ *0.135
épl X —LSL X5, —LSL
3s Xso = Xo.135
P T-X T
pt 3s X99.865 ~ 50

3.1 Lower Confidence Limits for C,,

As Cpk is the most widely used PCI, majority of the work
on the confidence interval estimation of PCIs are on that of
Cpk.When the true value of Cpk is unknown then constru-
ction of its confidence interval becomes necessary. Constr-
uction of confidence intervals for Cpk is complicated since
the process mean p and process standard deviation o is
unknown (Kotz and Johnson (1993)). The usual estimator
of Cpk is given by,

C,=min{ C,, C,, }=min {MM} 3.1)
30 3c

3.2 Confidence Limits for difference between PCI's

In this section we discuss procedure for constructing a confi-
dence interval of process capability indices, to select a better
supplier using the difference between two process capability
indices. The manufactures necessity to satisfy the customer
demand and extend after —sales support has made them truly
quality conscious.Therefore, effective total quality

18
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management and accurate evaluation of manufacturer's
process capabilities have become important in industry.
Different methods have been developed for evaluating
whether a single supplier's item conforms to the requirem-
ents of a customer.

4. APPLICATIONS OF PROCESS CAPABILITY
INDICES

In this section, we discuss two applications of process
capability indices. First we analyse the data of the inside
diameter measurements on forged piston rings given in
Montgomery (2005).

A confidence interval can be used to assess the two
supplier's capabilities if the confidence interval of the diff-
erence between two supplier's process capabilities can be
obtained. If both the lower and upper confidence limits for
the difference between two process capability indices
(C, — C,10), 1s positive. Then supplier 1 has a better process
capability than supplier 2, if both confidence limits is neg-
ative, then supplier 2 has a better process capability than
supplier 1; if one confidence limit is positive and the other
negative, then no significance difference exists between the
two supplier's process capabilities.

Then we compared the process capability indices
for two supplier's data, given in Chen and Tong (2003).

4.1 Forged Piston Rings Data Analysis

We analysed the inside diameter measurement on
forged piston rings data set taken from Montgomery (2005).
The analysis is carried out by using 'qcc' package in R-prog-
ramming. The xbar chart and process capability analysis
were given in figure 4.1 and 4.2.
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Figure 4.1: xbar chart for Inside diameter measurements
on forged piston rings

MumBberafabas = 125 Targat= 74.00130p
.......

Figure 4.2: process capability analysis for Inside diameter
measurements on forged piston rings

Table 4.1: Capability indices of inside diameter
measurement on forged piston rings.

Value 2.5% 97.5%
C, 0.4472 0.3916 0.5028
C, 0.4474 0.3796 0.5151
C,. 0.4471 0.3794 0.5148
C,. 0.4471 0.3664 0.5278
C,. 0.4472 0.3918 0.5026

From the table 4.1 we can see that the values of C, C,,
and C , were 0.4472,0.4471,0.4472 respectively. These
values are all less than 1, so the process is inadequate.

20
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4.2 Analysis of Supplier's Data

Now we analyzethe data taken from Chen and Tong
(2003). The data is related to two suppliers, who provided
aluminium foil materials to an electronic company in Tai-
wan. Aluminium foil is a key component that governs the
quality of capacitors and the voltage. The production spe-
cifications (U, T, L) of the voltage are (530, 520, 510). If
the voltage falls outside this interval, the aluminium of foil
will break and thus rejected. 45 random samples are taken
from suppliers 1 and 2 by quality inspector. The data is
analysed using R-package and obtained the values of pro-
cess capability indices of the two data sets separately and
compared the two indices values C,,and C,,,

B ta tis bl

\

518182828522

Process Capability Analysis
for supplier1

mberofobs = 45

Figure 4.4: Process capability analysis for supplierl.
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Table 4.2: Capability indices of supplierl.

Value 2.5% 97.5%
C, 1.876 1.485 2.266
C. 1.808 1.481 2.136
C. 1.943 1.593 2.294
Co 1.808 1.418 2.198
C. 1.838 1.452 2.224
. = ‘\--—--’*""--/ |

Figure 4.5: xbar chart for supplier2.

Process Capability Analysis

for supplier2

ore
___‘;_—'L \ﬁ“- p———
L] T T T
510 520 530 540 it

Number of obs = 45 Target =520 Cp =0.848 Exp<LSL 0.058%

Center=522.7733 LSL =510 Cp_l =1.08 Exp>USL 3.3%

StdDev=3.931403 UsL =530 Cp_u=0.613 Obs<LSL 0%
Cp_k=0613 Obs>USL 2.2%
Cpm =0.693

Figure 4.6: process capability analysis for supplier2.

22



PROCESS CAPABILITY INDICES AND ITS APPLICATIONS

Table 4.3: Capability indices of supplier2.

Value 2.5% 97.5%
C, 0.8479 0.6712 1.0242
C, 1.0830 0.8763 1.2898
C,. 0.6127 0.4777 0.7477
C,. 0.6127 0.4519 0.7736
C,. 0.6928 0.5283 0.8571

From the table 4.2 and 4.3 we can see that process
of each supplier is approximately normally distributed and
both the lower and upper confidence limits for the
difference between two process capability indices (1.808-
0.6127) = 1.1953, are positive, the supplier 1 has a better
process capability than supplier 2.

SUMMARY

In the present study we identified indices which are
suitable for normal and normal data. We compared two
different types of processes using capability indices such as
C,,C,..C,., and C,, for decision making. We
analyzeddatasets given in Mongomery (2005) and Chen
and Tong (2003). We found that the production process
related to forged piston ring is inadequate and it needs
correction. For the second datasets related to two suppliers
who provided aluminium foil materials to an electronic
company in Taiwan. The values of process capability
indices C,, for supplierl and C,, for supplier2 are 1.4227
and 1.2582 respectively. The difference between two
process capability indices (1.4227-1.2582) = 0.1645, is
positive. So the supplierl has a better process capability
than supplier2. Hence process capability analysis is an
important tool in decision making and for taking corrective
measures.
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Abstract

Cobalt succinate tetrahydrate (CoC,H,0,.4H,0)
crystals were grown by controlled diffusion in silica gel
medium and rectangular plate like single crystals of size up
to 4.4 X 3.8 X 2.4 mm’ were obtained. Single-crystal X-ray
diffraction studies showed that it crystallizes in monoclinic
?ace group P21/c with unit cell dimensions of a ="7.3806

,b=14.7622 A, c=7.7646 A, a=90°,$=99.781°and y=
90°. Infrared spectra of the grown crystals were recorded in
400—4000 cm  frequency regions and different vibrational
modes of the title compound are assigned and discussed.
The thermal degradation behavior of the crystal is studied
by thermo gravimetric - differential thermo gravimetric
(TG-DTG) and differential thermal calorimetric (DTA)
analysis. The electrical characterization was done and the
variations of dielectric constant and ac conductivity with
frequency of the applied field were discussed.

Key words: Single crystal growth, X-ray diffraction,
Dielectric studies

1. Introduction

Hybrid inorganic-organic materials are an emerging
class of structures with a crucial role in the development of
advanced functional materials and with potential
applications in hydrogen storage, electrical and magnetic
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devices, non linear optical devices, luminescence and use as
catalysts [1-3]. The growing interest in such materials
attracts the attention of chemists, physicists, biologists and
material scientists who are looking forward to exploit them
for creating new smart materials. The succinate ion is a
dicarboxylic ligand exhibiting diverse coordination modes
and flexible stereochemistry. The succinate anion is a
versatile ligand and offers the possibility of different modes
of coordination towards different metal ions. It can behave
as a monodentate, bidentate, multidentate or bridging
ligand and it is used for designing compounds with desired
magnetic properties [4]. One dimensional, two
dimensional and three dimensional metal organic
coordination polymers bridged by succinate ligands have
been fabricated by several investigators [5-7]. The
succinate derivatives of certain metals can provide the
framework of supramolecular crystal engineering [8-9].
Majority of the reported metal succinates are synthesized by
precipitation or aqueous reaction methods [10-12].
Precipitation is a fast reaction process, often accompanied
by undesired agglomeration. A crude precipitation process
can be transformed into crystallization process by careful
control of the degree of supersaturation which will yield
defect free single crystals. There is an accentuating demand
for purest single crystals in scientific and industrial spheres
as aresult of which crystallographers were directed to focus
their attention on novel varieties of unsullied crystals, free
of flaws, existing in their purest form. In this paper we
report the growth of cobalt succinate tetrahydrate single
crystals by gel aided solution growth techniques for the first
time. The gel growth technique is one kind of modified
alternative version of solution growth technique in which
the growth occurs due to reaction between two suitable
reactants in a gel medium or achieving super-saturation by
diffusion in gel medium. It is a simple, elegant and room
temperature growth method yielding a variety of single
crystals and is well suited for the crystal growth of
compounds, which are sparingly soluble and decompose at
fairly low temperatures.
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2. Experimental

Crystals of cobalt succinate were grown by gel
technique by single diffusion method in hydro silica gel.
“Analytical reagent (AR grade)” succinic acid and cobalt
chloride were used as the reagents. Silica gel was prepared
by adding sodium metasilicate solution of specific gravity
1.03 t0 0.25 M succinic acid. The pH of the gel was adjusted
between a value of 5 and 6. This solution was then
transferred to several glass tubes. The gel was found to set in
one day. A supernatant solution of 0.5 M cobalt chlorlde was
then carefully placed over the set gel so that the Co’" ions
diffuse slowly through the narrow pores of the gel to react
with the succinate ions, giving rise to the formation of single
crystals of cobalt succinate tetrahydrate. The crystal growth
process was completed in about six Weeks with an ultimate
crystal size of 0.44 X 0.38 X 0.24 cm’. The crystal growth
set up and grown crystals of cobalt succinate are shown in
figure 1

Figure 1. Photograph of growth set up and as grown
crystals of cobalt succinate

After harvesting the fully grown cobalt succinate
crystals, structural characterization was performed using

single crystal X ray diffraction technique and X-ray powder
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diffraction technique.The single crystal X-ray diffraction
data were collected using a Bruker Kappa Apex II
diffractometer, with graphite- monochromator Mo-Ka (A=
0.71073A°) radiation. The unit cell dimensions were
recorded at 296K. The powder X-ray diffraction studies
were carried out by Rigaku Miniflex 600 using Cu-Ka
monochromator of wavelength 1.541A°. Jasco FT IR 4100
spectrophotometer was employed to obtain IR spectrum.
Thermo-analytical techniques such as thermogravimetry
(TG), derivative thermogravimetry (DTG) and differential
thermal analysis (DTA) were carried out using Perkin
Elmer TGA instrument. The A.C. electrical conductivity
measurements were carried out on the grown crystals in the
temperature range of 30° to 110° using the LCR meter (LCR
HiTESTER 3532-50).

3. Results and Discussion

3. 1. X- ray diffraction studies

A good single crystal of size 0.35X0.30X0.30 mm’, was
chosen for the single crystal XRD analysis. The program
SAINT/XPREP was used for data reduction and
APEX2/SAINT for cell refinement. The structure was
solved using SIR92 and refinement was carried out by full-
matrix least squares on F* using SHELXL-97. Based on
6446 reflections and 151 parameters, the residuals is
converged to R(int) =0.0334.
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From single crystal XRD studies it is confirmed that the
crystal structure of cobalt succinate is monoclinic (space
group P21/c) with unit cell dimensions of a=7.3806 A, b=
14.7622 A, c=7.7646 A, 0.=90° B =99.781°and y = 90 °.
Figure 2 represents the ORTEP of the molecules with
thermal ellipsoids at 50% probability and the packing
diagram of the molecule down b axis is shown in figure 3.
The crystal data and structure refinement parameters are
presented in Tablel.

The structure consists of isolated cobalt atoms that are
octahedrally coordinated to oxygen atoms of four
coordinated water molecules and two succinate oxygens,
resulting in a one dimensional coordination polymer. The
corresponding bond lengths range from 2.0763 to 2.1358 A.
The carboxylic groups are monodentate and one of the
oxygen atoms is a free terminal oxygen. ThePowder X-ray
diffraction spectrum along with the simulated powder
pattern obtained from single crystal data using Mercury
software is plotted in figure 4, which are in good agreement,
showing very good crystallanity for the powdered samples
aswell

In each asymmetric unit there are four coordinated
water molecules which serve as receptors or donors of O
H---O hydrogen bonds and are hydrogen bonded to oxygen
of other coordinated water molecule and carboxylate
oxygen of succinate group. Thus these coordinated water
molecules in the structure of cobalt succinate are involved
in the extensive network of hydrogen bonds amongst
themselves and are responsible for the stability of the

structure
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Figure 2 ORTEP diagram of cobalt succinate 50% probability

Figure 4 Simulated and experimental X ray diffraction
spectrum of cobalt succinate
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Table 1.Crystal data and structure refinement parameters

for cobalt succinate

Identification code shelxl
Empirical formula C,H,, Co O
Formula weight 247.07
Temperature 296(2) K
Wavelength 0.71073 A

Crystal structure, space group

Monoclinic, P21/c

Unit cell dimensions

a=7.3806(3) A,
b=147622(7) A,
¢ =7.7646(4) A, a=90°,

Volume B =99.781(2)°, y=90°833.69(7) A’
Z, Calculated density 4, 1.968 Mg/m’

Absorption coefficient 2.074 mm’

F(000) 508

Crystal size 0.35x0.30 x 0.30 mm

Theta range for data collection 2 76 to 28.31 deg.

Limiting indices

-9<=h<=9, -19<=k<=19,

-10<=1<=9
Reflections collected / unique| 6446 /2066 [R(int) =0.0334]
Completeness to theta 2831 99.5%
Absorption correction Semi-empirical from equivalents
Max. and min. transmission | () 5750 and 0.5305

Refinement method

Full-matrix least-squares on F°

Data / restraints / parameters

2066/ 12/ 151

Goodness-of-fit on

0.699
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F’Final R indices [I>2sigma(I)]| R, = 0.0221, wR, = 0.063
R indices (all data) R, =0.0233, wR,=0.0615
Extinction coefficient 0.0254 (14)

Largest diff. peak and hole 0.482 and -0.305 e.A™

3.2 FT-IR studies

FT-IR analysis of cobalt succinate tetrahydrate crystals
was performed in KBr medium using powdered samples, in
the region 400-4000 cm . The FT-IR spectrum at room
temperature is shown in figure 5. The IR absorption peak
observed at 3523 and 3415 cm™ are assigned to asymmetric
and symmetric stretching vibration of O-H group
respectively, confirming the existence of strong hydrogen
bonds in the crystal. The shoulder band observed at 2920
cm’ is due to asymmetric stretching of v, (CH,). The
asymmetric and symmetric stretching vibrations of
carboxylate group give strong vibrations at 1551 and 1403
cm'respectively. The strong vibrational band observed at
1287 cm” is assigned to the C-O stretching of the OCO
group. The observed vibrational frequency at 1330 cm’
and 1245 cm™ are due to the C-H vibrations of (C-H) of the
CH, group. The vibrational band at 1172 ¢cm is ascribed to
the asymmetric C-C stretching vibration. The medium
bands observed at 967 cm™ and 804 cm™ also are assigned to
C-H bending 5(C-H) of the methylene group. The strong
band at 715 cm’ corresponds to the bending vibration of the
OCO group. The medium band at 889 cm is assigned to
the O-H deformation of the water molecule. The vibration
at673 cm’ is assigned to the wagging mode, p,, (C-H) of the
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methylene group. The weak band at 542 cm’'is assigned to
the wagging and twisting modes of water and deformation
mode of methylene group. The absorption at 520 cm™ is
associated with metal-oxygen bonding [13-14].

Figure 5 FT-IR spectrum of cobalt succinate

60

40

Transmittance (%)

20

£
4
@

2

5 A\
B § ¢
T T UDE T T T T e
500 1000 1500 2000 2500 3000 3500 4000

Wavenumber (cm™)

3.3 Thermal decomposition studies

The thermal properties of the material were studied by
thermogravimetric (TGA) and differential thermal
analyses (DTA) and are shown in figure 6 and figure 7
respectively. The TGA was carried out between 37° and
800°C in the nitrogen atmosphere at a heating rate of 10°C
min’. The material exhibits sharp weight loss starting at
65°C and ending at 150°C. This corresponds to a weight
loss of 28.02% and can be attributed to the loss of four
coordinated water molecules. Cobalt succinate obtained
remains stable up to 372°C and there is an exotherm at
290.56 C in DTA curve in this region which corresponds to
the phase transition [15]. The next stage of decomposition
starts at 372°C and ends at 492°C and results a mass loss of
37% giving the end product Co,0,. The endotherm at
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440°C in the DTA curve and 443°C in the DTG curve can be
assigned to this degradation process with a theoretical
weight loss 0f 38%[16].

Figure 6 TG-DTG curve of  Figure 7 DTA curve of cobalt
cobalt succinate succinate
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34 Dielectric studies

Capacitance (C) and tand values of cobalt succinate
samples were measured by using a LCR Meter, model LCR
HiTESTER 3532-50, in the temperature range from 30° to
110°C and frequency range from 100Hz to 50 kHz.
Diclectric constant (¢) was evaluated by using the
following relation:

cd
== (M

€04
and the ac conductivity is calculated by the relation

Er

G ac =€0&,® tand ()

Where C is the capacitance, d is the thickness, A is the area
of cross section of pellet and tand is the dielectric relaxation
ofthe sample and w is the angular frequency, which is equal
to 2 &t f (where f is the frequency). If M is the molecular
weight of the crystal and p its density, the valance electron
plasma energy ho, is given by
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P

—_ Zi 1/2
hw, = 28.8[M] 3)

Where Z is the total number of valance electrons in the
crystal. The valence electron plasma energy hw, is related
to the Penn gap (E,) and Fermi energy E, by the equations
[17-18]

Ep= — @)

(80L . 1)1/2

Where ¢,is thehigh frequency dielectric constant and
E= 0.2948(hw,)"’ Q)

Polarizability (o) is obtained using the relation[19]

wp)? A
Bp) % ] XX 0.396 X 1024 cm? (6)

o= ——
(b, ) sy +3E,>

Where S, is a constant for the material, which is given by

S=1-37 %[fé, } (7)

Also from Clausius—Mossotti equation,

3M (%—1] ®)

o=
4nN.ple, +2

From the plot of dielectric constant with frequency of the
applied field (figure 8), it is clear that dielectric constant
decreases with increase of frequency which is the normal
dielectric behavior. When an alternating field is applied to
a dielectric material, polarization requires a time to form
which is often of the same order of magnitude or greater
than the period of the alternating current. This results in the
polarization not being able to form completely before the
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direction of the field is reversed and causes the magnitude
of dielectric polarization and dielectric constant to decrease
with frequency of the appied field. When the frequency of
the applied field is increased, the dipoles present in the
sample cannot reorient themselves fast enough and
therefore dielectric constant becomes a constant.

The different types of polarization mechanisms in
a crystal are electronic, atomic, orientational or dipolar and
interfacial. The electronic and atomic polarizations are
temperature independent whereas the dipolar and
interfacial polarizations are temperature dependent. When
temperature is increased the action of the electric field in
aligning the dipoles is opposed by the thermal motion,
which acts as an influence tending to keep them oriented at
random. As the temperature is increased the thermal
energy becomes larger and the polarization becomes
smaller resulting in a negative temperature coefficient of
dielectric constant. The ac conductivity of the crystal is
found to be increasing with frequency and decreasing with
temperature as shown in figure 9. When increasing the
temperature the thermal expansion reduces the density of
the crystal and this cause the reduction in conductivity [20-
21]. The values of plasma energy, penn gap (E,), fermi
energy (E;) and polarizibility (o) are determined from the
collected data for the grown crystal and the values of
parameters are depicted in Table 2.

Figure 8 Variation of ¢ with frequency
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Figure 9 Variation of acs with angular frequency
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Table 2 Some theoretical data for grown crystal.

Parameters Values
Plasma energy (hw,) 23.69 eV
Penn gap (E,) 9.524 eV
Fermi energy (E;) 20.05eV
Polarizibility (o)

By Penn analysis 3.2X10%cm’
By Clausious—Mossotti|  3.35X0%*cm’

Conclusions

Cobalt succinate single crystals have been
successfully grown by single diffusion gel growth
technique and powderX-ray diffraction analysis was
carried out to verify the crystallinity of the grown crystals.
Single crystal XRD studies revealed the polymeric one
dimensional crystal structure of the compound. The FTIR
studies confirmed the major functional groups in the
crystal. The thermal decomposition pattern of the material
suggests a two stage decomposition process and the end
product is cobalt oxide (Co,0,). The dielectric constant is
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decreasing with frequency and temperature, attaining a
constant value at higher frequencies. The ac conductivity
is found to be increasing with frequency and decreasing
with temperature. The physical parameters like valance
electron plasma energy, Penn gap, Fermi energy and
electronic polarizability had been determined for the grown
crystal from the dielectric study as well as structural
information.
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Abstract

Hybrid Chitosan-ZnO composites were prepared
by sol-gel method, and characterized by Fourier transform
infrared spectrometer (FT-IR), X-ray diffraction (XRD)
and Scanning Electron Microscopy (SEM). Adsorption of
methylene blue from aqueous solutions by the resulting
composites was studied by batch adsorption experiments.
Antimicrobial efficacy of composite powder was analysed
well diffusion method. The composites were found to
behave as an excellent adsorbent and antimicrobial
material.

1. Introduction

Chitosan is the second-most abundant natural
polymer and has widely studied in large number of
applications (1) and the properties of chitosan can be
modified by tuning its structure as well as adding
nanoparticles to its polymer matrix (2). In recent years
much attention has been devoted to the hybrid materials of
nano metal oxides and chitosan owing to their unique
properties such as photo catalysts, antimicrobial agents,
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adsorbent etc. This hybridization could enhance the
properties of each single component counterpart of
composites. (3-4). It is already known that chitosan has
inherent antimicrobial activity against gram negative and
gram positive bacteria, but the exact mechanism of its
antimicrobial activity is not clearly known. The inherent
antimicrobial activity of chitosan is believed to be due to
the presence of the positively charged amino groups which
interact with negatively charged cell membranes of
pathogens, leading to the leakage of proteinaceous and
other intracellular constituents and finally to the death of
microorganism (5).

Recently, adsorbents have been developed from
naturally occurring materials. These adsorbents have
become a focus of environmental investigations because of
their low cost and biodegradability (6). Chitosan is, highly
insoluble in water and in many organic solvents, shows low
chemical reactivity, and it is a non-toxic biodegradable and
biocompatible polymer. Over the last several years,
chitinous polymers, especially chitosan, have received
increased attention as one of the promising adsorbentfor
wastewater treatment (7).Since it contain a large number of
reactive hydroxyl (-OH) and amino (—NH,) groups and
exhibit unique adsorption and chelating properties for all
kinds of heavy metal ions (8).

The present work involves the fabrication of a
novel, eco-friendly composite containing chitosan and
ZnO nanoparticles by in situ sole — gel conversion. The
objective of this work was to formulate a simple and cost
effective bionanocompositeas a potential antimicrobial
agentand dye adsorbent.

2.Experimental
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2.1 Materials

Chitosan with 85 percent degree of deacetylation
was purchased from Sigma Aldrich Co. Ltd (USA). Acetic
acid, Sodium hydroxide, and Zinc acetate dehydrate,
Methylene blue were purchased from Merck (Germany).
All the chemicals were analytical grade and used without
further purification. Deionized water was used to prepare
all the solutions in this paper.

2.2 Preparation

Chitosan solution was prepared by dissolving 0.5 g
of chitosan in 2% Acetic acid solution under room
temperature. To this solution 30 mL of 15% zinc acetate
dihydrate solution wasadded .With this solution, 30 mL of
Sodium hydroxide solution (45%) was added at the
temperature 70°C and chitosan was started to settle, the
entire mixture was kept under stirring at 70 °C for four
hours . The white precipitate obtained was allowed to settle
for 24 h. The supernatant solution was discarded and the
precipitate was rinsed with distilled water for several times
to remove excess NaOH, finally precipitate was filtered
and dried at 50 °C in an oven for 12h.The white dried
precipitate was powdered well and sample was designated
as CN 45. The above process was repeated with decreasing
Sodium hydroxide concentration to 30% and 15% and
corresponding composites were designated as CN 30 and
CN 15 respectively.

2.3 Characterization

The structure and morphology of the samples were
analysed by Fourier transform infrared spectrometer (FT-
IR, JASCO -4100), X-ray diffraction (XRD,
Rigakudiffractor with Cu Ka radiation), Scanning Electron
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Microscopy (Model: Hitachi SU-6600 FESEM). The
absorption spectra were recorded by using UV-visible
spectrophotometer (Model: Jasco V-550)

2.4 Antibacterial activities

The antimicrobial activity of chitosan and
chitosan-based nanocomposite powders were evaluated by
Agar well diffusion method. Gram-negative bacteria E.coli
(MTCC 1687) and Gram-positive bacteria S.aureus
(MTCC 737) were used as test organisms.Sterile NA plates
were prepared and 0.1 mL of the inoculums of test
organism was spread uniformly over it. Wells were
prepared by using a sterile borer of diameter 6mm and the
samples of pure chitosan (C), CN15, CN30 and CN45 were
added in each well separately. The plates were incubated at
35-37°C for 24 h, a period of time sufficient for the growth.
The zone of inhibition around the well was measured in
mm.

2.5 Adsorption experiments

A stock solution of Methylene Blue (10°M) was
prepared in 1 L of deionised water. The desired
concentrations were obtained by dilution. For each
adsorption experiment, 50 mL of the dye solution with
adsorbent was stirred at uniform speed in a glass flask.
0.1gm CN45, CN30 and CN15 were present in each flask
with the dye solution. At predetermined time intervals,
samples were withdrawn by a pipette, centrifuged and the
residual concentration was determined using a
spectrophotometer. The experiments were repeated with
0.2gm and 0.3gm composite powders.

3. Results and discussions

3.1. FTIR spectroscopy analysis
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FTIR spectra o(a) CN45, (b) CN30, (c) CN15 (d) pure chitosan

Figure-1 shows the FTIR spectra of pure chitosan
and nanoZnO composites powder.In Fig-1d the
characteristic broad band at 3367cm’ is attributed to the
starching vibrations of —NH, group and —OH group of
chitosan. The band at 2876cm™ is due to asymmetric
stretching vibration of — CH group and the bands at 1656
and 1588 cm are designated to the stretching vibrations of
C=0 and the scissoring vibrations of -NH,of chitosan. The
bands at 1150-1040 cm is due to the stretching vibration of
—C-0-C- of glycosidic linkage of the polymer .The FTIR
spectrum of ZnO composites (fig 1-a,b and ¢) are similar to
that of pure chitosan but in contrast to fig-1d ,the band
corresponding to stretching vibrations of -NH,, —OH, C=0
, —C-0-C- and asymmetric stretching vibrations of — CH
groups are shifted to lower wave number region indicating
the strong interaction of these groups with ZnO particles.
The decrease in the width of the band corresponding to
—OH and —NH, group is ascribed to the reduction of
hydrogen bond due to impregnation of ZnO groups.
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Moreover, the intense bands at 470 cm™ in fig (a-c) are
ascribed to the starching mode of Zn-O vibrations strongly
supporting the presence of nanoparticles (9).

3.2 XRD analysis

Figure-2shows the XRD patterns of pure chitosan
(C) and composite powders. The typical peak of pure
chitosan at 19.9° in (fig-2a) is not visible in composites, this
may be due the loss of semi crystalline behaviorof chitosan

in the presence of nanoparticles
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Fig-2.

XRD patterns of (a)pure chitosan, (b) CN15, (¢) CN30, (d) CN45

The major peaks at 31.78",34.44° 36.27°, 47.5°,
56.56", 62.87°, and 67.96 in fig (b,c and d)of composites
were assigned to diffraction from the planes (100), (002),
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(101) , (102), (110) , (103) and (201) respectively. And
these results are consistent with the data base of (JCPDS No
36-1451). The XRD results support the formation of ZnO
with hexagonal structure.. The average sizes of particles
were calculated using Debye-Scherrer equation.
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3.3 SEM analysis

The direct evidence of the immobilization of nano-
ZnO particles in the chitosan matrix was given by SEM
photographs. Fig-3, displays the SEM photographs of the
pure chitosan and its composites CN 45, CN 30 and CN 15.
As shown in (fig 3a),the surface of the chitosan was rather
smooth.However the in situ formation of ZnO particles
break the smooth surfaces of chitosan and nanoZnO
particles are get impregnated over the matrix. SEM images
in fig 3 (b-d) clearly displays the formation of nanoZnO
particles, but the distribution of particles are varying when
concentration of NaOH was changed.In CN 45 (fig-3b) and
CN15 (fig-3d) particles are found as agglomerated.

a ¥

SEM photographs of pure chitosan (a), CN15 (b), Cn30©
and CN45 (d).
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3.4 Antimicrobial properties

The antibacterial properties of composites were
measured by Agar well diffusion method. Figs. 4(a,b) show
the antimicrobial activity of pure chitosan (C), CN 45, CN
30 and CN 15 against E.coli and S.aureus respectively.The
data show that chitosan ZnO composite has enhanced
antimicrobial activity as compared to pure chitosan. The
presence of nanoparticles in chitosan matrix is expected to
promote the columbic interaction with outer cell wall of
microorganisms and leads to increased antimicrobial
activity.The composites show higher activity towards
E.coli, compared to S.aureus, which may be due to the
presence of a thick layer of peptide glycans in the cell wall
of S.aureus[39].

Fig .4a
Antimicrobial activity against E.coli - pure chitosan-(C),
CN15, CN30 and CN 45
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Fig.4b
Antimicrobial activity against S.aureus pure chitosan-(C),
CN15, CN30 and CN 45

3.5 Adsorption of Methylene Blue

The adsorption of methylene blue on chitosan
composites was evaluated by using a batch procedure. As
shown in fig 5(a-d) higher adsorption tendency was
exhibited by CN45 composites and this may be due to
higher surface area present in CN45 composite powder.
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Fig-5
a)UV-Vis spectrum of 0.3gm Cn30
b) UV-Vis spectrum of 0.3gm Cn45
¢)UV-Vis spectrum of 0.1gm cn45
d) Uv-vis spectrum of 0.1 gm composites after 2h .

4. Conclusion

Three different chitosan —nanoZnO composites
were prepared by sol-gel method and designated as CN15,
CN30 and CN45. The composites were characterized using
Fourier transform infrared spectrometer (FT-IR), X-ray
diffraction (XRD) and Scanning Electron Microscopy
(SEM). Adsorption and antimicrobial properties of
composites were evaluated. All the composites were found
to be better adsorbents as well as excellent antimicrobial
agent. The experiment proved that CN45 is the better
choice as an adsorbent and antimicrobial agent
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Abstract

Lifetime or response time data analysis has got more
importance in areas such as engineering, medicine, and the
biological sciences. Recently there has been lot of research
works under going in this area. Lifetime data is a term used
for describing data that measures time to occurrence of
some event. Lifetime or time to event is usually considered
as a positive real valued random variable having a
continuous distribution function. In the present paper we
study various generalizations of the Weibull distribution
and its applications in lifetime data analysis. Finally, we
illustrate the applications of the Weibull distribution with
resilient and tilted parameter. The analysis is carried out
using R Package.

1. INTRODUCTION

Lifetime data is a term used for describing data that
measures time to occurrence of some event. The event may
be death, appearance of some disease, relapse from
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remission, equipment breakdown etc. The development of
models and methods to deal with lifetimes took place in the
second half of the twentieth century. The development
proceeded into two main inter mingling streams; through
reliability theory and survival analysis. The reliability
theory concerns with models for lifetimes of components
and systems in the engineering and industrial fields and the
survival analysis concerns with medical and similar
biological phenomena. Lifetime distribution methodology
is widely used in the biomedical and engineering sciences.

Lifetime or time to event is usually considered as a
positive real valued random variable having a continuous
distribution function. The definition of lifetime includes a
time scale and time origin, as well as specification of the
event that determines lifetime. In some instances, time may
represent age, with the time origin as the birth of the
individual. In other instances, the natural time origin may
be occurrence of some event such as entry into a study or
diagnosis of a particular disease. In some situations, it is
difficult to say precisely when the event occurs, for
example, the case of appearance of tumour. The time scale
is not always real or chronological time, especially where
machines or equipments are considered. It could be the
number of operations a component performs before it
breaks down. Applications of lifetime distribution
methodology range from investigations of the durability of
manufactured items to studies of human diseases and their
treatment.

In present paper, we study generalizations of the Weibull
distribution and its applications in life time data analysis.
Section 2 describes survival function, hazard rate function
and cumulative hazard rate functions of Weibull
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distribution. Parametric extensions of the Weibull
distribution were studied in section 3. Section 4 is devoted
to the applications of parametric extensions of Weibull
distribution to two lifetime datasets. Finally, some
concluding remarks were given in section 5.

2. WEIBULLDISTRIBUTION

Weibull distribution is a continuous probability
distribution. It is named after Waloddi Weibull (1951),
although it was first identified by Fréchet (1927) and first
applied by Rosin & Rammler (1933) to describe a particle
size distribution. Weibull distribution is the most widely
used lifetime distribution model, since it can be used to
model situations having increasing, decreasing or constant
hazard rate. Weibull distribution is used as a lifetime model
for diverse types of items, such as ball bearings, automobile
components, and electrical insulation. It is also used in
biological and medical applications, for example, in studies
on the time to the occurrence of tumors in human
populations or in laboratory animals.

Weibull distribution is a generalization of
exponential distributions, but it does not assume a constant
hazard rate and therefore it has broader applications. It has
many applications in Reliability and human disease
modeling. The probability density function of a Weibull
random variable is:

f(t;y,a)zZ(;)?_lexp(—(t/a)y), 2.1
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where >0, v,a. >0,y is the shape parameter and o is the

scale parameter of the distribution. Its complementary cu-
mulative distribution function is a stretched exponential fu-
nction. The Weibull distribution is related to a number of
other probability distributions; in particular, it interpolates
between the exponential distribution (y = 1) and the Rayleigh
distribution (y = 2) . If the quantity 7 is a "time-to-failure",
the Weibull distribution gives a distribution for which the
failure rate is proportional to a power of time.

The cumulative distribution function for the Weibull
distribution is:

Fi)=1-ed, (>0,y.a>0. (2.2)
The failure function % (or hazard) is given by:
ht)= (Y/e) () 2120,y,a>0. (2.3)
The survival function S(t) for the Weibull distribution is:
S(t) =e(_{t’f“)y) , =20,y =0, a >0, (2.4

The plot of the Densities of Weibull distribution is given
below in figure (2.1).

Plot of Weibull distribution

Figure 2.1: Density Function of Weibull distribution for
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y=1(red line), y=2(blue dots), y=5(black dash dot)

The plot of the Hazard Function of Weibull distribution is
given below in figure (2.2).

Plot of hazard function of Weibull distribution

0.0 05 10 15 20

Figure 2.2: Hazard Function of Weibull distribution for

y=1(red line), y = 2(blue dot ), y = 5(black dash dot)

3.1 Weibull Distribution with a Resilience Parameter

A special case of the Weibull distribution with
resilience parameter was introduced by Burr (1942) as his
Type X distribution. The general Weibull distribution with
resilience has been introduced and studied under the name
“exponentiated Weibull family” by Mudholkar and
Srivastava (1993), Mudholkar, Srivastava and Freimer
(1995), and Mudholkar and Hutson (1996). The
distribution function of the Weibull with resilience
parameter is defined as,

Ft:hop=[1L—e @ 3 an>0.t=0 (G
and for 4, a, # >0, x >0, its densities function is given by

f(t:han) =han (A [1 - "Wt e (3 5y
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Mudholkar and Hutson (1996) show that this density is dec-
reasing if o < 1, and is unimodal if o >1. These results can
be verified by examining the derivative of log A7 | 4, a, 7).
From (3.1) and (3.2) it follows directly that the hazard rate is

hom (A )ou -1 [l —exp {— (M) }]n -1 [exp {— (A1) }]
1o £ G)a
(3.3)
The hazard rate takes on a variety of forms (see figure

3.2). In particular, Mudholkar and Hutson (1996) showed
that the hazard rate is

h(t | % oo,m) = A, a,m >0,1 >0

(1) increasing for & > 1 and an > 1,

(i1) decreasing for o <1 and o <1,

(iii) bathtub shaped for o >1 and oy <1,

(iv) Inverted bathtub shaped (unimodal) for o <1 and az >1.

The plot of Densities of Weibull Distribution with Resilience
parameter given below in Figure (3.1)

Densities of Weibullwith resilience paremeter

fix)
06 ©.8
L 1
Ty — etel
. Y

0.0 o .z o 4

Figure 3.1: Densities of the Weibull distribution withres-
ilience (i) red line (a= 3, n= 0.5); (ii) green dash line
(a=0.5, n=0.5); (iii) blue dot line (o = 3, # =0.1); (iv) black
dash dot (¢ =0.5, n=13).
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The plot of Hazard rates of Weibull Distribution with resi-
lience parameter given below in figure (3.2)

Hazard rates of Weibull with Resilience parameter

hix)
3
L

Figure 3.2: Hazard rates of the Weibull distribution
with resilience (i) (e =3, n=1.5);(ii) (¢ = 0.5, = 0.5);
(iii) (@=3, n=0.1); (iv) (¢ = 0.9, n =2)

3.2 Weibull Distribution with a Tilt Parameter

The survival function of the Weibull distribution with tilt
parameter is given by,

yexp [— (%) }
1-(1 —y)exp[—(lt)”]

and the hazard rate is

Jg20, %, 0,7 >0 (3.4)

2a ()"
1—(1—y)exp[—().t)a}, ’
From figure 3.3 we can see that hazard rate is
increasing if y>1, a>1, and decreasing if y<1,a<1. If a

>1 and y <1, then the hazard rate is initially increasing and
eventually increasing, but there may be one interval where
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it is decreasing. Similarly, if @ <1 and y >1, then the hazard
rate is initially decreasing and eventually decreasing, but
there may be one interval where it is increasing. The plot of
Hazard rates of Weibull Distribution with Tilt parameter
given below in Figure (3.3)

Hazard rates of Weibull with tilt parameter

hix)
3
!

_—

Figure 3.3: Hazard rates of the Weibull distribution with
tilt parameter

(I) red line (o = 5,= 1.5); (ii) green dash line(o = 3,= 0.5);
(iii) blue dot line(a = 2,= 0.5);(iv) black dash dot(@=1=05,
(v) cyan long dash line (o = 0.5,= 1.5) and (vi) brown line
(@=1,=1).

4.APPLICATIONS

In this section we discuss the applications of Weibull with
resilience and tilt parameter in the analysis of Lifetime data. We
analyzed the Lifetime data using Exponential, Weibull, Weibull
with resilience parameter, Weibull with tilt parameter and
Lognormal distributions. Estimation of parameters are carried
out using Maximum likelihood method of estimation and
Kolmogorov-Smirnov goodness of fit test, using the R Package.
conditioningequipment time data is given below in Table 4.1 and
their KS test is given below in Table 4.2
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4.1 Analysis of successive failures of air-conditioning
equipment

Proschan (1963) gave data on the time, in hours of
operation, between successive failures of air-conditioning
equipment in 13 aircraft, taken from Jerald F. Lawless
(2003) by John Wiley &Sons. The data for plane number 3
are as follows:

90,10, 60,186, 61,49, 14,24,56,20,79, 84,44,59,29, 118,
25,156,310, 76,26,

44,23,62,130,208,70,101,208.

Here we fittedexponential, Weibull, Weibull distribution
with resilience parameter, Weibull distribution with tilt
parameter and lognormal distribution for the data and is
given in figure 4.1. Maximum likelihood estimators of the
parameters for the

ittihng of successive failures ofair-conditioning equipments

Density

e,
s
1

T T
o 50 100 150 200 250 300 350

0.000 ©0.005 0.010 0015 0,020 m

Figure 4.1: Fitted Exponential (red line), Weibull (red dash
dot), Weibull distribution with resilience parameter (green
line), Weibull distribution with tilt parameter(blue dot) and
lognormal (black dash dot) distribution for failures of air-
conditioning equipment time data.

Table(4.1) :Air-conditioning equipment time data
analysis-- maximum likelihood estimates for exponential,
Weibull, Weibull distribution with resilience parameter,
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Weibull distribution with tilt parameter and lognormal
distribution.

. Weibull with | Weibull
Parameter| Exponential Weibull| resilience | with tilt | Lognormal
parameter | parameter
u — — — — 4.097
4 — — — — 0.836
y) 0.01197| — 0.644 0.021 —
? — 1.292 — 0.523 —
a — 190.655| 0.0197 | 1.799 —
H — — 2.237 — —
Table 4.2: K-S Test
Distribution K-S distance (D), p-value
Exponential 0.1439 0.5851
Weibull 0.0955 0.9542
Weibull with resilience 0.0865 0.9801
parameter
Weibull with tilt parameter| 0.0918 0.9676
Lognormal 0.0931 0.9641

From table 4.2 we can see that the p-value for the
Kolmogorov-Smirnov test for Weibull with resilience
parameter (0.9801) is greater than that of Weibull, Weibull
with tilt parameter and Gamma distribution. Hence from
Kolmogorov-Smirnov test and figure 4.1, Weibull with
resilience parameter is a good fit for the air-conditioning
equipment time data.

4.2. Analysis of failure times of cycles

The data below show the number of cycles to
failure for twenty-five 100-cm. specimens of yarn, tested at
aparticular strain level:
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86, 146, 251, 653, 98, 175, 176, 76, 264, 15, 157, 220, 42,
321, 180, 198, 38, 20, 61, 121, 282, 224, 149, 180, 325.

Here we fitted Exponential distribution with a
Resilience parameter, Weibull distribution with resilience
and Weibull distribution with tilt, given in the figure.4.3.
We used Akaike's Information Criterion (AIC) (Akaike,
1973) to assess the appropriateness of Exponential
distribution with resilience parameter, Weibull distribution
with resilience Weibull distribution with tilt parameter for
the failure time data.

The AIC is given by
AIC=-2logL+2K,

where log L =1og(Lf (6 |x,,...,X,) is the log-likelihood
of the data x,, . . . , x, under the probability distribution f,
K is the number of parameters being estimated 6 is the
maximum likelihood estimate of the parameters of f. A
smaller value of AIC indicates a better fit.

Failure time Distribution
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J

0.004

Density
0003
|

000z
L

0001
I

0000

o] 100 200 300 400 500 600 700

No.of cycles
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Figure 4.2: Fitted Exponential distribution with a
Resilience parameter (red dash line), Weibull distribution
with a Resilience parameter (blue line), Weibull
distribution with tilt parameter (green dash dot line) for
failure time data.

Table(4.3) :Failure time data analysis-- maximum
likelihood estimates for exponential resilience parameter,
Weibull distribution with resilience parameter and Weibull
distribution with tilt parameter.

parameter el Wit Presiente™ | Welbull vt
y) 0.008 0.657 0.011
Y — — 0.523
a 1.865 0.009 1.859
H — 2.27330 —
AIC 308.97 5.67 308.5

Table- 4.3 shows that the AIC for the Weibull distribution
with resilience distribution had alower value for the above
dataset. A smaller value of AIC indicates a better fit, and
hence, Weibull distribution with resilience seems to fit the
data better than Exponential distribution with resilience
parameter and Weibull distribution with tilt parameter.

5. CONCLUSION

In this paper we studied various parametric
extensions of Weibull distributions, Weibull distribution
with resilience and tilt parameter. In Weibull distribution
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with resilience parameter, the density was decreasing if az
<1, and was unimodal if a7 >1. The hazard rate takes on a
variety of forms. In particular the hazard rate was
increasing for & >1 and an > 1,decreasing for a <1 and oy <
1, bathtub shaped for a>1 and an <1, inverted bathtub
shaped (unimodal) for a <1 and ax >1. In weibull
distribution with tilt parameter hazard rate was increasing if
y>1,a>1, and decreasing if y<1,a<1. If a>1 and y<I,
then the hazard rate was initially increasing and eventually
increasing, but there may be one interval where it is
decreasing. Similarly, if & <1 and y >1, then the hazard rate
was initially decreasing and eventually decreasing, but
there may be one interval where it was increasing.
Therefore we could conclude that the hazard rates
and the survival functions of the parametric extensions of
Weibull distribution have explicit expressions, so that these
distributions could provide useful models for most of the

lifetime data.

In section 4.2 we discussed the analysis of Lifetime
data set of successive failure times of air-conditioning
equipment in 13 aircraft, taken from Proschan (1963) in
Jerald F. Lawless (2003). We fitted Exponential
distribution, Weibull, Weibull with resilience parameter,
Weibull with tilt parameter and Lognormal distributions for
these data sets. Maximum likelihood estimation of
parameters were carried out using the R Package. For
identifying the best model for the data we used
Kolmogorov-Smirnov test. For this data set the Weibull
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with resilience parameter has greatest p-value than that of
Exponential, Weibull distribution, Weibull with tilt
parameter and Lognormal. Here we found that Weibull
distribution with resilience parameter is good fit for the
data.

66



Nihala N. C. & Bindu Punathumparambath

REFERENCES

1. Akaike, H., 1973. Information theory and an extension of
the maximum likelihood principle. In: Kotz, Johnson,
(Eds.), Breakthroughs in Statistics, vol. 1. Springer
Verlag, New York, pp. 610—624.

2. Burr, .W. (1942). Cumulative frequency functions. The
Annals of Mathematical Statistics 13,215-232.

3. ElisaT. Lee, John Wang, Statistical methods for survival
data analysis, Third edition 2003

4. Fréchet, Maurice (1927). Sur la loi de probabilit’e de
" ecart maximum. Annales de la Soci’et’e Polonaise de
Math ematique, Cracovie 6,93—116.

5.Jerald F. Lawless (2003). Statistical Models and Methods
for Lifetime Data, Wiley —Interscience, John Wiley &
Sons, Inc., Publication.

6. Mudholkar, Govind S. and Alan D. Hutson (1996). The
exponentiated Weibull family: Some properties and
flood data application. Communications in Statistics:
Theory and Methods 25,3059-3083.

7. Mudholkar, Govind S. and Deo Kumar Srivastava
(1993). Exponentiated Weibull family for analyzing
bathtub failure-rate data. /IEEE Transactions on
Reliability 42,299-302.

8. Mudholkar, Govind S., Deo Kumar Srivastava, and
Marshall Freimer (1995). The exponentiated Weibull
family: A reanalysis of the bus-motor-failure data.

67



WEIBULL DISTRIBUTION AND ITS APPLICATIONS

Technometrics 37,436—445.

9. Mudholkar, Govind S., Deo Kumar Srivastava, and
Georgia D. Kollia (1996). A generalization of the Weibull
distribution with application to the analysis of survival
data. Journal of the American Statistical Association 91,
1575-1563.

10. Proschan, F. (1963). Theoretical explanation of
observed decreasing failure rate. Technomet-Has,
5,375-383.

11. Rosin, P. and E. Rammler (1933). The laws governing
the fineness of coal. Journal of the Institute of Fuels 6,
29-36.

68



GASC RESEARCH JOURNAL| Vol 9 Issue 1

GREEN SYNTHESIS OF SILVER
NANO PARTICLE USED FOR
ANTIMICROBIAL APPLICATIONS

®m Jeena Chalikuzhi', Archana Ashokan?, Binitha M P?

"“’Department of Physics, Govt. Arts and Science College, Kozhikode.

® Asst. Professor, Department of Physics,
Govt. Arts and Science College, Kozhikode

Email:binithamp@gmail.com

Abstract

Nanoparticles, compared to micro particles have
distinctly different properties and advanced characteristics.
Silver nanoparticles are one of the metal nanoparticles
which have varied and different properties when compared
to other materials. These unique properties of silver
nanoparticle can be incorporated into antimicrobial
applications, biosensor materials, composite fibers,
cryogenic superconducting materials, cosmetic products,
and electronic components. The synthesis of silver
nanoparticles using plant extracts is very cost effective, and
therefore can be used as an economic and valuable
alternative for the large-scale production of metal
nanoparticles. This work demonstrates synthesis of silver
nanoparticle using leaf extracts of Azadirachta Indica
(Neem) and Terminalia catappa (Badam). Silver
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nanoparticle formation was confirmed by the colour change
of plant extract. The formation is further confirmed by
Ultraviolet-Visible (UV-vis) Spectrometric studies. The
crystalline nature of silver nanoparticles is confirmed by X-
ray Diffraction measurements. The synthesized silver
nanoparticles were tested for antibacterial activity.

The formation is further confirmed by Ultraviolet-
Visible (UV-vis) Spectrometric studies. The crystalline
nature of silver nanoparticles is confirmed by X-ray
Diffraction measurements. The synthesized silver
nanoparticles were tested for antibacterial activity.

INTRODUCTION

In the past ten years silver nanoparticle (AgNPs)
have been one of the extensively studied nanomaterials and
have attracted a great deal of attention due to their unique
physical, chemical, optical and biological properties and
found tremendous application in biomedicine, drug
delivery, electronics, optics, catalysis, food industry,
agriculture, textile industry and water treatment [ 1-2].

Several chemical methods have been developed for
the synthesis of silver nanoparticle including chemical
reduction, aqueous solution chemical reduction, non
aqueous chemical reduction, the template method,
electrochemical reduction, ultrasonic assisted reduction,
photo induced or photo catalytic reduction, microwave
assisted synthesis, irradiation reduction, the micro
emulsion method, biochemical method etc [3-4]. But those
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chemical methods have been reported along with various
drawbacks including the use of toxic solvents, generation of
hazardous by- products and high energy consumption,
which pose potential risk to human health and to the
environment. Currently there is a growing need to develop
an environment friendly nanoparticle synthesis [5] that
does not use toxic chemicals in the process of'its synthesis.

In recent years green chemistry and biosynthetic
methods have become more attractive ways to obtain
AgNPs. These unconventional methods use either
biological microorganisms [6] (e.g.: bacteria, fungi, marine
algae, yeasts) or different alcoholic or aqueous plant
extracts. Plant-mediated synthesis of AgNPs is more
advantageous compared to the methods that use
microorganisms especially because they can be easily
improved, are less bio hazardous and do not involve the
elaborate stage of growing cell cultures [7].

MATERIALSAND METHODS

Around 2 gm each of fresh leaves of Azadirachta
Indica (Neem) and Terminalia catappa (Badam). were
boiled in 20 ml of distilled water for 15 min. Each of these
Iml extracts were mixed with 50mlof 1mM silver nitrate
(AgNO,) solution and colour change was observed
indicating the formation of silver nanoparticles.

71



GREEN SYNTHESIS OF SILVER NANO PARTICLE

RESULTS AND DISCUSSION

Reduction of silver ions into silver
nanoparticles during exposure to plant extracts was
observed as a result of the color change. The color
change is due to the Surface Plasmon Resonance (SPR)
phenomenon. The metal nanoparticles have free
electrons, which give the SPR absorption band, due to
the combined vibration of electrons of metal
nanoparticles in resonance with light wave.

It was observed that solution of silver nitrate turned
yellowish brown on addition of leaves extract; it indicated
the formation of AgNPs due to the reduction of Ag" to Ag’,
while no color change was observed in the absence of plant
extract. The change in colour was observed initially after 5
minutes of adding the solution to neem leaf broth. The
colour intensity was increased with increasing the reaction
time. In general, the conduction band and valence band lie
very close to each other in metal nanoparticles like silver
and gold. Due to the collective oscillation of electrons of
silver nanoparticles in resonance with the light wave, the
free electrons give rise to a surface plasmon resonance
absorption band. The formation of silver nanoparticles was
monitored periodically using UV-Vis spectroscopy which
has proved to be a useful technique.

Figure(1) and figure (2) show the absorption
spectra of AgNPs obtained from the reaction of Neem leaf
extract (Azadirachta indica) and AgNO, and that between
Badam leaf extract (Terminalia catappa) and AgNO,
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recorded in the range of 300-800 nm at different reaction
time. The sharp bands of silver nanoparticles were
observed around 437 nm in case of Azadirachta indica
that confirmed the synthesis of AgNPs. Past studies
suggested that a SPR peak located between 410 and 450 nm
has been observed for AgNPs. Absorption maximum is
observed at 425 nm in the case of Terminalia catappa and it
is observed that there is an increase in the absorbance with
the passage of time, indicating the enhancement in the

formation of AgNPs.
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Figure (1): Absorption spectra of AgNPs observed at 6
different reaction times of 1 mM AgNO, solution with
Neem leaf broth
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Figure (2): Absorption spectra of AgNPs observed at 6
different reaction times of 1 mM AgNO, solution with
badam leaf broth X —Ray diffraction analysis

The structure of prepared silver nanoparticles has been
investigated by X-ray diffraction (XRD) analysis. The
XRD pattern of silver nanoparticles prepared from neem
leaf extract given in figure 3.
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Figure 3.

XRD of silver nanoparticles synthesized by using neem extract

The peak intensities were recorded from 26 =30° to 80°.
Four distinct diffraction peaks at 37.98", 44.14", 64.34"and 77.21°
corresponding to the (111), (200) and (220) and (311) Bragg
reflections of face centered cubic (fcc) crystal structure of silver.
The interplanar spacing, d values are 2.36, 2.05, 1.44, and 1.234
A for (111), (200), (220) and (311) planes respectively. The d
values from XRD pattern of silver nanoparticles are matched with

standard values. The high intense peak for fcc materials is
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generally (1 1 1) reflection, which is observed in the sample. The
intensity of peaks reflected the high degree of crystallinity of the
silver nanoparticles. However, the diffraction peaks are broad
which indicating that the crystallite size is very small. The XRD
shows that silver nanoparticles formed are crystalline. The
crystallite size of silver nanoparticles is calculated as 21 nm from
FWHM of the high intense diffraction peak using Scherrer's
formula. Figure 4. shows the XRD pattern of silver nano particle

formed from badam leaf extract.
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Figure 4: XRD pattern of silver nanoparticle formed
from Terminalia catappa leaf extract

Bragg reflections can be seen which correspond to
the (111) and (200) reflections of fcc structure. The size of
nanoparticle formed is calculated as 32.25 nm using
Scherrer's formula.
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Antimicrobial activity

Anti microbial activity is carried out in gram negative
bacteria E.coli and gram negative bacteria Staphylococcus
aureus using silver nanoparticle produced using neem
leaves extract. Figure 5 and 6 shows the zone of inhibition
around the disc for the synthesized Ag NPs and obtained
values are presented in the Table 1 and 2. It was observed
that the synthesized Ag NPs showed better antibacterial
activity.

The size of silver nanoparticles is about 21 nm.
They can easily enter into bacterial cell (size is 100-1000
nm) and then combine with thiol, hydroxyl, and carboxyl
group in cell and deactivate the function by releasing the
silver ion. Silver nanoparticles combined with respiratory
enzyme, protease enzyme and DNAs of bacteria to cause
suffocation, indigestion and inhibition of cell replication
respectively. Bacterial cell functions were disturbed by
these silver nanoparticles which damaged the cell and lead
to the death of bacterial cell [8].

1. GRAM NEGATIVE
Organism: E.coli

Sample Concentration |Zone of inhibition
(ng/mL) (mm)
Silver Streptomycin »
Nanoparticle (100ug)
25 Nil
50 Nil
100 5

Table 1: table showing zone of inhibition for E.coli
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Figure 5 : Antibacterial activity of Ag NPs against E.coli

2 .GRAM POSITIVE
Organism: Staphylococcus aureus

Concentration |Zone of inhibition
Sample | ™ (ug/mL) ()
Silver Streptomycin %6
Nanoparticle (100ug) .
25 Nil
50 10
100 13

Table2: table showing zone of inhibition for E.coli

Figure 6: Antibacterial activity of Ag NPs
against Staphylococcus aureus
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GENERAL CONCLUSIONS

We have synthesized silver nanoparticle from plant
leaves extract of Azadirachta Indica (Neem) and Terminalia
Catappa (Badam) Color is changes occurred in the silver
nitrate solution after the addition of leaf extract due to the
excitation of NPs Surface Plasmon Resonance (SPR),
which strongly indicates the formation of Ag NPs. The
formation AgNPs is further confirmed by UV-Visible
spectroscopy. The absorption spectra of AgNPs obtained
from the reaction of leaf extract and AgNO, and the sharp
bands of silver nanoparticles were observed in the range of
420 to 440 nm. The intensity of absorption peak is found to
be increasing with reaction time which indicates the
increase in concentration of silver nanoparticles. X ray
diffraction studies confirmed the fcc structure of silver
nanoparticles. The high intense peak for fcc materials is

generally (111) reflection, which is observed in the sample.
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Abstract

Nanomaterials play an important role in technological
advancements because of their tunable physical, chemical
and biological properties such as melting point, wettability,
electrical and thermal conductivity, catalytic activity light
absorption and scattering. Nanotechnology and
biomedical sciences open the possibility for a wide variety
of biological research topics and medical uses at the
molecular and cellular level. The biosynthesis of
nanoparticles has been proposed as a cost-effective and
environmentally friendly alternative to chemical and
physical methods. Plant-mediated synthesis of
nanoparticles is a green chemistry approach that connects
nanotechnology with plants. Among the biological
alternatives, plants and plant extracts seem to be the best
option The present review gives an overview of green
synthesis of ZnO nanoparticles, and various applications of
nanoparticles in different fields.
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Introduction

Nanotechnology deals with the production and usage of
materials with nanoscale dimension. Nanoscale dimension
provides nanoparticles a large surface area to volume ratio
and thus very specific propertiecs. Most of the current
nanoparticles are classified into four material based
categories namely carbon based nanomaterials, inorganic
based nanomaterials, organic based nanomaterials and
composite based nanaomaterials. Among these, inorganic
based nanomaterials include metal nanoparticles(Ag, Au
etc) and metal oxide nanoparticles[1]. Several types of
inorganic metal oxides have been synthesized and remained
inrecent studies like TiO, CuO, and ZnO. Of all these metal
oxides Zink oxyde Nanoparticles( ZnO NPs)is of
maximum interest because they are inexpensive to produce,
safe and can be prepared easily[2]. US FDA has enlisted
ZnO as GRAS (generally recognized as safe) metal oxide
[3]. ZnO is an n-type semiconducting Metal oxide. Zink
oxide NPs has drawn interest in past two—three years due to
its wide range of applicability in the field of electronics,
optics and biomedical systems[4], [5]. ZnO NPs exhibit
tremendous semiconducting properties because of its large
band gap (3.37 eV) and high exciton binding energy
(60meV) [6,7]. Due to its UV filtering properties, it has
been extensively used in cosmetics like sunscreen lotions .
It has a wide range of biomedical applications like in drug
delivery and has anticancer, antidiabetic, antibacterial and
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antifungal properties [8,9]. ZnO NPs have a very strong
antibacterial effect at a very low concentration of gram
negative and gram positive bacteria as confirmed by the
studies[10,11]. It is also employed for rubber
manufacturing,, for removing sulfur and arsenic from
water, protein adsorption and dental applications. It also
exhibit piezoelectric and pyroelectric properties [12]. ZnO
NPs have been reported in different morphologies like
nanoflake, nanoflower, nanobelt, nanorod and
nanowire[13,14,15]

The physical and chemical production of these
NPs, require toxic chemicals and extreme environments. So
green methods employing the use of plants, fungus,
bacteria, and algaeare becoming popular. Green synthesis
of nanoparticles is an approach of synthesizing
nanoparticles using microorganisms and plants having
biomedical applications. This approach is an environment-
friendly, cost-effective, biocompatible, and safe [16].
These methods allow large scale production of ZnO NPs
free of additional impurities [17]. NPs synthesized from
biomimetic approach show more catalytic activity and limit
the use of expensive and toxic chemicals. Plant parts like
roots, leaves, stems, seeds, fruits have also been utilized for
the NPs synthesis as their extract is rich in phytochemicals
which act as both reducing and stabilization agent
[18,19,20]
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Discussion

Pragati Jamdagni et al[21] optimized the synthesize
conditions zinc oxide nanoparticles using aqueous flower
extract of Nyctanthes arbortristis and resultant nanopowder
was characterized structurally and optically.  The
nanoparticles were present in the form of aggregates with a
particle size range of 12-32 nm. The role of a lesser intense
capping layer on the NP surface was shown by the TEM.
The NPs showed good activity against 5 tested fungal
phytopathogens. The study showed that the Nps could be
utilized for developing antifungal agents for commercial
use in the field of agriculture. Studies on using an eco-
friendly approach for synthesis of zinc oxide nanoparticles
have potential for developing good fungicidal

formulations having nanoparticles.

ZnO NPs synthesized using Costus pictus leaf
extract as a reducing and capping agent caused the
formation of pure hexagonal phase structures of ZnO NPs.
The biosynthesized zinc oxide nanoparticles exhibited
strong antimicrobial behavior against bacterial and fungal
species when agar diffusion method was employed. It also
exhibitted anticancer activity against Daltons lymphoma
ascites (DLA) cells [22].

ZnO NPs synthesized by Zinc acetate and sodium
hydroxide utilizing the biocomponents of leaves of

Catharanthus roseus were spherical in shape with an
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average size of 23 to 57 nm. These ZnO-NPs were
evaluated for antibacterial activity. The maximum diameter
of inhibition zones around the ZnONPs disk used for
Bacillus thuringiensis indicates the resistance to ZnO NPs
followed by Escherichia coli. Among the four bacterial
species tested, the Pseudomonas aeuroginosa is more
susceptible when compared with other three species. It is
concluded that the biological synthesis of ZnO NPs is very
fast, easy, cost effective and eco-friendly and without any
side effects and ZnO NPs may be used for the preparation of
antibacterial formulations against Pseudomonas
aeuroginosa[23].

The temperature dependent synthesis and particle
growth have been reported where Hibiscus subd,ariffa leaf
extract was used for the green synthesis of ZnO NPs[24].
The anti-bacterial activity of ZnO NPs was studied on
Escherichia coli and Staphylococcus aureus and the NPs
were found to be potential antibacterial agents. The authors
also found that small sized ZnO NPs, stabilized by plant
metabolites had better anti-diabetic effect on streptozotocin
(STZ) induced diabetic mice than that of large sized ZnO
particles. By employing enzyme linked immunosorbent
assay (ELISA) and real time polymerase chain reaction
(RT-PCR) it was seen that ZnO can induce the function of
Thl, Th2 cells and expressions of insulin receptors and
other genes of the pancreas associated with diabetes.

Literature shows the report on the novel green synthesis of
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stable ZnO NPs using various concentrations of zinc nitrate
(0.01M, 0.05M, 0.1M) and Albizia lebbeck stem bark
extracts as an efficient chelating agent. Antimicrobial,
antioxidant, cytotoxic, and antiproliferative activities of the
synthesized NPs on human breast cancer cell lines were
evaluated using different assays[25].

A single step rapid synthesis of zinc oxide
nanoparticles (ZnO NPs) in a green approach has been
demonstrated via conjugating the natural product riboflavin
by varying temperature[26]. Field emission scanning
electron microscopy (FESEM) analysis and high-
resolution transmission electron microscopy (HRTEM)
showed that the average diameter of the synthesized
nanoparticles is about 40 nm in spherical shape. ZnO NPs
showed significant ameliorative efficiency against jaundice
stress at molecular and cellular levels in mice models.
Biochemical parameters, different cytokine profiling (Th1
& Th2 cells) and their corresponding m-RNA expressions
have been studied by the enzyme-linked immunosorbent
assay (ELISA) and real-time polymerase chain reaction
(RT-PCR) in the presence of riboflavin conjugated ZnO
NPs synthesized at 60 °C and 30 °C temperature (Ribo-
Zn0O30/Ribo-Zn0O60). Substantial Ribo-ZnO60 assisted
improvement (p > 0.001) of the thymus-dependent
functions and protein expressions of other genes associated
with jaundice were observed by Western blotting. The

supplementation of Ribo-ZnO60 treatment is more active
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in histologically recovering the liver and kidney tissues
than Ribo-ZnO30 due to their particle nature and more

phases with uniform size.

Conclusion

Rapid industrialization and urbanization has led to the
release of a large amount of hazardous, poisonous and
unwanted chemicals, gases and substances causing a great
deal of damage to the environment. Biological molecules
are more suitable and less hazardous for nanotechnology
applications, because of their exclusive properties. Green
synthesis of nanoparticles makes use of environment
friendly and non-toxic reagents like plant extracts.
Thorough research is going on in this field for optimizing
the synthesis parameters by employing various green
agents as reducing agents and capping agents. From the
above survey it can be seen that the green synthesis of ZnO
NPs is environ friendly and at the same the synthesized
nanoparticles has got wide range of applications in the
medical field as antibacterial, anticancer and antidiabetic

agents.
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Abstract

Researchers take keen interest in the semiconductor of
Group II-VI compounds because of their important unique
properties and potential applications. ZnS is an important
group II-VI semiconductor having different application in
the field of optical coatings, field effect transistor, optical
sensors, electroluminescence displays, phosphors and
other light emitting applications.Luminescent ZnS
quantum dots have great potential for use in biological
imaging and diagnostic applications. Zinc sulphide and
Manganese doped nanoparticles having different
concentration were synthesized via wet chemical route
method. The structure of nanoparticle were characterized
by an X-ray diffraction techniques and was also confirmed
by using a microraman spectrometer . The band gap of ZnS
was determined by using an UV-visible spectrometer and
is found to be 3.74eV and it is observed that on doping with
Mn, band gap is found to be varying .The emission
spectrum of ZnS:Mn nanoparticles show two peaks in
which the first peak is at 445nm and it is a blue emission
peak and the second peak lies at 598 nm and it correspond to
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orange emission. The emission spectrum centered at 598
nm is the characteristics of Mn*" ion which can be attributed
to a 4T1 —6Al transition. Concentration quenching is
observed when Mn”' concentration is increased more than
7%.

INTRODUCTION

Nanoscience and nanotechnology are the study and
application of extremely small things and can be used
across all the other science fields such as, physics,
chemistry, biology material science and engineering. It
involves the ability to see and control individual atoms and
molecules. In its popular use nano refers to length and the
nanoscale usually refers to a length from the atomic level
from around 0.01 nm up to 100 nm. In general nanoscience
is defined as the study of the phenomenon on the scale of 1-
100 nm. A nanometer is the SI unit of length 10” m or a
distance of one-billionth of a meter. Atoms are a few tenths
of a nanometer in diameter and molecules are typically a
few nanometer in size.Nanocrystals of group II-
VIsemiconductors, known as Qdots, in which electrons
and holes are sthree dimensionally confined within the
exciton Bohr radius of the material, are characterized by
the exceptional optical properties, such as broad
absorption and sharp emission bands as well as size
—tunable photoluminescence in the visible spectral rangell-
VI compound semiconductors include the cations of zinc,
cadmium and/or mercury combined with anionic oxygen,
sulfur, selenium and/or tellurium. These semiconductors
generally crystallize in both a face-centered cubic (zinc
blende) and a hexagonal (wurtzite) crystal structure. For
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example, the equilibrium crystal structure of both ZnO and
ZnS is hexagonal, although ZnS often also exhibits a
metastable cubic or a mixed hexagonal/cubic structure. The
II-VI compound semiconductors may exhibit good
luminescence because they have a direct band gap. In
addition, many of the II-VI semiconductors are often used
as a host for luminescent activators, for example, ZnS
doped with Mn”’, which emits yellow light. Near band edge
emission from excitons can be observed from II-VI
semiconductors, especially at low temperatures, from those
materials with a low exciton binding energy.

ZnS quantum dots

ZnS Qdots are considered to be one of the most
important Qdots because of their unique lighting, sensors
and lasers. In addition, transition metal and/or rare earth
métal ion doped ZnS is one of the most popular
semiconductor phosphors. ZnS is a wide band-gap
compound semiconductor (Eg 3.6 eV or 340 nm). The
luminescence characteristic of impurity-activated ZnS Q
dots differ markedly from those of the bulk ZnS. Yang et
al.hypothesized that these differences result from the size
dependefice of the properties and their high dispersion [5].

Doped ZnS Qdots

Doped ZnS Qdots are important semiconductor nano
materials, With Mn*’ doped ZnS Qdots being one of those
most studied as a phosphors [6-7]. In1994, Bhagrava et
al.reported high PL quantum yields (  18%) from ZnS :Mn
Qdots [8]. Coincident with the intensity enhancement, they
reported shorter luminescent lifetimes for the Mn”’
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emission (decrease from hundreds of microseconds for the
bulk to nanoseconds in nanocrystals) [9, 10]. The
increased intensity was attributed to an efficient energy
transfer from the ZnS host to Mn’ ions facilitated by mixed
electronic states. Hybridization of atomic orbitals of ZnS
and d-orbitals of Mn”'in the nanoparticles was suggested to
also be responsible for the relaxation of selection rules for
the spin-forbidden 4T, —6A, transition of Mn”', leading to
the short emission lifetimes of atomic orbitals of ZnS and d-
orbitals of Mn”'in the nanoparticles. Subsequent research
demonstrated that while the quantum yield of passivated
ZnS:Mn Qdots could be high, the luminescent lifetimes
were not significantly smaller from those of the bulk
material. However, the luminescence properties were
found to be dependent upon the S*and Mn’"concentrations
as well as the structural properties of the Qdots.

Materials and methods

In the present work, zinc acetate [Zn(CH,COQ),.2H,0]
(purity>98%),manganese acetate, [Mn(CH,COO),.4H,0]
(purity >99.5%) , (purity >99.5%) and sodium sulphide
[Na,S.9H,O] (purity >98%) were purchased from Merck
specialties private limited, Mumbai. Chemical route
technique has number of advantages including easy process
ability at ambient conditions, very easy to control the
particle size, use of simple equipment, large area uniform
production, environmental friendliness and less
hazardous..

Synthesis of manganese doped ZnS
Pure ZnS and manganese doped ZnS nanoparticles
(ZnS:Mn) were synthesized by simple technique of
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chemical co-precipitation method. Freshly prepared,
aqueous solutions of zinc acetate, manganese acetate and
sodium sulphide were used for the synthesis. In a typical
reaction, 50 ml of 1 M solution of zinc acetate was mixed
with 50 ml of 0.01 M solution of manganese acetate in a
conical flask. To this solution, 50 ml of 1 M sodium
sulphide solution was added drop by drop,with vigorous
stirring for11 hrs at room temperature. The precipitate was
washed several times with distilled water and dried in an
oven at 80 C and thoroughly ground in a mortar to get a fine
powder of the samples [11-12]. The experiment was
repeated with 0 M, 0.005M, 0.01M, 0.03M, 0.05M, 0.07M,
0.09M, 0.11M and 0.13M manganese acetate solution
without varying the molarity of zinc acetate or sodium
sulphide.

Results and discussion

X-Ray Diffraction (XRD) analysis

The crystalline structure of the synthesized
nanoparticles was analyzed by x-ray diffraction (XRD)
with Cu K radiation (wavelength =1.5418 A). A step size
of 0.05° and time-per-step of 0.6s was used for each scan.
The x-ray diffraction pattern of pure ZnS is shown in figure
1. The observed diffraction peaks correspond well with the
standard powder diffraction data of cubic ZnS. The XRD
pattern shows three prominent peaks at 29.18°, 48.1° and
57.36° corresponding to (111), (220) and (311) lattice
planes of the zinc blend structure of ZnS (JCPDS No.
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050566) [13].

Undoped ZnS
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Figure 1:XRD pattern of undoped ZnS nanoparticles

There is an obvious broadening of the XRD peaks which
indicates the formation of nanosized ZnS:Mn. The average
particle size of the nanostructured ZnS:Mn is found to be
in the range of 2 to 4 nm from Scherrer equation. Since the
crystallite size is comparable to exciton Bohr radius of ZnS
(2.5 nm), the resulting quantum confinement effects
facilitate the formation of ZnS quantum dots.
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Figure 2: XRD pattern of pure ZnS and ZnS:
Mn nanoparticles with different doping concentration
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XRD pattern of Mn doped ZnS nanoparticles with doping
concentration 0.5%, 1%, 3%, 5%, 7%, 9%, 11% and 13%
are as shown in figure 2. All the peaks again matched well
with the standard powder diffraction data of cubic ZnS. The
presence of any other secondary phases is not found by
XRD results which confirms the successful incorporation
of Mn into ZnS lattice and hence the doping of ZnS is
verified.

UV-visible absorption spectroscopic studies

Optical absorption study plays an important role to
understand the behavior of semiconductor nanocrystals. A
fundamental property of semiconductors is the band gap,
which is the energy separation between the filled valance
band and the empty conduction band. In fact, optical
excitation of electrons across the band gap is strongly
allowed, producing an abrupt increase in absorption at the
wavelength corresponding to the band gap energy. Such
feature in the optical spectrum is known as the optical
absorption edge.

100

—— 0% Mn
== 0.5% Mn
—— 1% Mn

——3%Mn

& —— 5% Mn
—— 7% Mn
——9% Mn
——11% Mn

50 ——13% Mn

Reflectance {%)
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T T T
300 600 800
Wavelength {nm})

Figure 3: Diffuse reflectance
spectra of pure and Mn doped ZnS nanoparticles
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Optical characterisation of the nanoparticles was carried
out using diffuse reflectance spectroscopy (DRS). All
spectra were taken in the range of 220-800 nm with a
JASCO V 570 spectrophotometer. The figure 3 shows the
diffuse reflectance spectra of undoped and doped ZnS
nanoparticles. From the spectra, it is seen that the
absorption edge of ZnS nanoparticles is fairly red shifted
when compared with that of bulk ZnS (3.77 ev =311 nm).
Pure ZnS and lightly doped ZnS nanoparticles have good
absorption for light in the wavelength of 220 nm - 350
nm[14]. The absorption edge of the doped samples is
shifted towards longer wavelength when compared with
undoped ZnS and this shift slightly increases with increase
in Mn”" concentration. This red shift is mainly due to the
quantum confinement effect caused by the reduction in
particle size [15]. The shift towards longer wavelength
indicates a decrease in the optical band gap.

It is well known that the fundamental absorption is
due to the transition of electron excitation from the valence
band to the conduction band which can be used to determine
the value of the optical band gap of the nanoparticles. The
most direct way of extracting the optical band gap from the
figure is to simply determine the wavelength at which the
extrapolation of the base line and the absorption edge
crossed [16].Thus knowing wavelength, the energy band
gaps of all the prepared samples were calculated by using a
simple wave-energy equation

hc

E=—
A
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where is the Planck's constant, ¢ is the velocity of light, A is
the absorption wavelength.The energy band gaps of all the
prepared samples is given in table 1.

Table 1: Energy bandgap of undoped and doped ZnS
nanoparticles

Doping concentration of Mn| Wavelength(nm) | Bandgap(eV)

Pure 311.74 3.77

0.05% 313.76 3.74

1% 315.78 3.72

3% 317.8 3.70

5% 319.82 3.67

7% 323.71 3.63

9% 325.73 3.61

11% 327.76 3.58

13% 328.94 3.57

The variation of bandgap of ZnS nanoparticles with Mn
doping is shown in figure 4. The band-gap energy is found
to decrease from 3.77 eV to 3.57 eV with increasing in
doping concentration of Mn is due to the quantum
confinement effects . It implies that with decreasing particle
size a strong hybridisation of the s-pstates of the ZnS host
and the d states of the Mn®" impurity should occur. This
hybridisation results in a faster energy transfer between the
ZnS host Mn®" impurity yeilding a higher quantum
efficiency and it was argued that through this
hybridisation,the spin forbidden transition of the Mn®
impurity become less forbidden, resulting in a shorter
decay time.
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Figure 4: Variation of bandgap of ZnS
with differnet doping concentration of Mn

Photoluminescence studies

The objective of this work is to study and discuss the
luminescence enhancement effect of Mn”*-doped ZnS
nanoparticles. ZnS has attracted enormous interest because
it has been commercially used for a variety of applications
such as light-emitting diodes (LEDs), electroluminescence
devices, flat panel displays, sensors, lasers, infrared
windows, solar cells, bio-devices, and other optoelectronic
devices. In addition, because of its wide band gap, ZnS is
suitable for use as a host material for a variety of dopants. It
is reported that the doping with Mn into ZnS nanocrystals
results in the luminescence efficiency enhancement and the
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lifetime shorting in comparison with that of the bulk
material. Such results are explained on the basis of the
interaction of the sp electron-hole of the host (ZnS) and the
3d electrons of the impurity (Mn) under condition of the
quantum confinement for the sp states. It has been analyzed
as a photoluminescence excitation (PLE) spectra in the
ultraviolet- and visible-regions for the ZnS:Mn
nanoparticle samples with different sizes and they have
proposed a model for the energy transfer from the host ZnS
lattice to Mn™" d levels. It is concluded that the Mn*
luminescence under the inter-band excitation occurs
mostly by the energy transfer from the electron—hole pairs
delocalized inside the ZnS host nanocrystals. As the
chemical similarity between Zn’ and Mn’" facilitates the
incorporation of the dopant ion, a lot of study has been
made on doped ZnS:Mn nanoparticles. Since a significant
part of the Mn’" ions resides near the surface of the

nanoparticle, the incorporated
Photoluminescence studies

The objective of this work is to study and discuss the
luminescence enhancement effect of Mn”-doped ZnS
nanoparticles. ZnS has attracted enormous interest because
it has been commercially used for a variety of applications
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devices, flat panel displays, sensors, lasers, infrared
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windows, solar cells, bio-devices, and other optoelectronic
devices. In addition, because of its wide band gap, ZnS is
suitable for use as a host material for a variety of dopants. It
is reported that the doping with Mn into ZnS nanocrystals
results in the luminescence efficiency enhancement and the
lifetime shorting in comparison with that of the bulk
material. Such results are explained on the basis of the
interaction of the sp electron-hole of the host (ZnS) and the
3d electrons of the impurity (Mn) under condition of the
quantum confinement for the sp states. It has been analyzed
as a photoluminescence excitation (PLE) spectra in the
ultraviolet- and visible-regions for the ZnS:Mn
nanoparticle samples with different sizes and they have
proposed a model for the energy transfer from the host ZnS
lattice to Mn”" d levels. It is concluded that the Mn®
luminescence under the inter-band excitation occurs
mostly by the energy transfer from the electron—hole pairs
delocalized inside the ZnS host nanocrystals. As the
chemical similarity between Zn*" and Mn™ facilitates the
incorporation of the dopant ion, a lot of study has been
made on doped ZnS:Mn nanoparticles. Since a significant
part of the Mn” ions resides near the surface of the
nanoparticle, the incorporated concentration of Mn® is
consistently lower than the intended dopant concentration.
Also the emission spectrum in ZnS:Mn”" is almost size-
independent. Consequently, the growth of an inorganic
(ZnS) shell around ZnS:Mn effectively reduces non-

99



Parvathy T & SabiraK

radiative decay paths whereby the enhancement in the
luminescence takes place more efficiently as compared to
the organic passivation of the surface. Due to its wide band
gap, ZnS has a high index of reflection and high
transmittance in the visible range particular suitable for
host material for a large variety of dopants. The synthesis of
Mn®" doped ZnS nanoparticles have been primarily
investigated because of the luminescence of manganese
ions inside the ZnS host. In fact, in Mn*" doped ZnS
nanoparticles, the luminescence quantum efficiency is
expected to increase as a result of greater interaction
between the electron and hole of the host ZnS nanoparticles
with localized dopant levels. Basically, in
photoluminescence the electrons are excited from the ZnS
valence band to conduction band by absorbing the energy
equal to or greater than their band gap energy and
subsequent relaxation of these photo-excited electrons to
some surface states or levels is followed by radiative decay
enabling luminescence inthe visible region.
Photoluminescence(PL) emission spectra were
recorded using Jobin Yvon Fluoromax-3 spectrometer
equipped with 150 W xenon lamp. PL emission spectra of
undoped ZnS nanoaprticles is given in figure 5. The spectra
of pure ZnS nanoparticles showed emission at 430nm
which is blue emission , which was originated from the
defectsite of ZnS itselfand also sulphur deficiency
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Figure 5 :PL emission spectra from undoped ZnS
nanoparticles

Figure 6 shows the PL spectra of ZnS:Mn nanoparticles
with different Mn doping concentration. The PL spectra of
ZnS:Mn nanoparticles with % of Mn 0.05%, 1%, 3%, 5%,
7%, 9%, 11% and 13% are measured in which excitation
wavelength is same for all the samples. The experiment is
performed at room temperature.

Two peaks were found for each sample. Two peaks
are obtained in the emission spectra of ZnS:Mn
nanoparticles, in which the first peak is at 445nm and it is a
blue emission peak which is attributed due to the transition
of electrons from the shallow states near the conduction
band to sulphur vacancy present near the valence band and

the second peak lies at 598 nm and it correspond to orange
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emission. and it does not shift with Figure 6 shows the PL
spectra of ZnS:Mn nanoparticles with different Mn doping
concentration. The PL spectra of ZnS:Mn nanoparticles
with % of Mn 0.05%, 1%, 3%, 5%, 7%, 9%, 11% and 13%
are measured in which excitation wavelength is same for
all the samples. The experiment is performed at room
temperature.

Two peaks were found for each sample. Two peaks
are obtained in the emission spectra of ZnS:Mn
nanoparticles, in which the first peak is at 445nm and it is a
blue emission peak which is attributed due to the transition
of electrons from the shallow states near the conduction
band to sulphur vacancy present near the valence band and
the second peak lies at 598 nm and it correspond to orange
emission. and it does not shift with reducing size of the
nanocrystals. The orange emission from the Mn doped ZnS
nanoparticles is given inset of figure 6. The blue emission at
445nm, called PL peak I or PL type I, is very broad and
originates from the radiative recombination involving
defect states in the ZnS nanocrystals. The orange emission
centered at 598 nm, called PL peak II or PL type I, is the
characteristics emission of Mn®>" ion which can be
attributed to a 4T1 —6A1 transition. The intensity of first
peak in the PL spectra increases with increase in the

concentration. The intensity of second peak also increases
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with the doping concentration. The intensity increases as
Mn doping concentration varies from 0.05% to 7% of Mn
and decreases for 9%, 11%, 13% of Mn . The PL intensity
drops for these higher concentration of Mn ie. quenching
occurs here. From the figure 6.concentration quenching is
observed when Mn’" concentration is increased more than
7% where there is a decrease in the intensity of Mn* for 4T1
- 6A1 transition Concentration quenching has been mainly
attributed to the migration of the excitation energy between
Mn”" ions pairs in the case of Mn’" doping. Thus the
existence of Mn”" pairs is important for the occurrence of
the concentration effect. During the concentration process,
the excitation energy is transferred from one Mn”" ion to its
nearest Mn’" ion by non-radiative transitions and a via a

number of transfer steps, finally to a quenching site [17].
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Figure 6: PL emission spectra of Mn doped ZnS nanoparticles
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Color characterization

Color characterization of a spectral distribution is
done to gauge the quality of its chromaticity. This is
accomplished using color coordinates [18]. In 1931, the
Commission Internationale de 1'Eclairage (CIE)
established an international standard for quantifying color
known as CIE color coordinates. The chromaticity
coordinates map all the visible colors with respect to hue
and saturation on a two-dimensional chromaticity diagram.
The CIE coordinates are obtained from the three CIE
tristimulus values, X, Y and Z. These tristimulus values are
computed by integrating the product of the spectrum of the
light source, P(L), and standard observer functions called
the CIE color matching functions, xA(A), yA(A) and zA(L)
over the entire visible spectrum.

Table 2: CIE coordinates of doped and pure ZnS samples

CIE
ZnS
X Y
Pure ZnS 0.1764 0.1674
Mn doped Zns 0.497 0.389

The CIE coordinate of the PL emission of ZnS and Mn
doped sample was calculated by above-mentioned method.
The CIE coordinate for Mn doped samples is given in the
table 2. These coordinates can be represented inside a
gamut drawn from the standard x, y values (figure7). This
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clearly indicates the purity of the pinky orange color of the
Mn doped ZnS while the undoped samples show blue
emission.

1.0

* undoped ZnS
0.8 = ZnS:Mn

0.6

>
Figure 7:
CIE coordinates of PL emission spectra of pure and
doped samples.
Conclusion

ZnS and ZnS:Mn nanoparticles were prepared by wet
chemical route using zinc acetate, manganese acetate and
sodium sulphide as precursors. The cubic structure of pure
ZnS and ZnS:Mn are confirmed by XRD. The Mn has been
succesfully incorporated into the ZnS host lattice as evident
from the increase in lattice constant. The average
crystalline size of the ZnS samples to be 3 nm. The
manganese doped ZnS shows red shift in the band gap with
increase in Mn concentration. The energy corresponding to
the absorption ranges from about3.57eVto 3.77 eV. The PL
spectrum of the pure sample shows an emission in the blue
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region at 430nm corresponding to the sulfur vacancy for an
excitation wavelength of 325nm. The PL spectra of
ZnS:Mn shows a orange emission at 598nm under same
excitation. This can be attributed to the radiative transition
between Mn 4T1 and 6Al levels. The CIE color
coordinates calculated from the PL spectrum confirms the
pinky orange emission of ZnS:Mn nanoparticles
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Abstract

In this paper k-nodal set of a graph G for 6(G) <k <
A(G), is defined. Also Degree Polynomial of a graph is
introduced. Some properties of this polynomial are
observed and degree polynomial of some specific graphs is

computed.
INTRODUCTION

Graphs G = (V (G), E(Q)) discussed in this paper are finite,
simple and undirected. Any undefined term in this paper
may be found in [1,7]. The degree [1] of a vertex v in graph
G is denoted by d(v), which is the number of edges incident
with v. The maximum and minimum degrees of G are
denoted respectively by A(G)and & (G). An empty graph [1]
is a graph with no edges. An isolated vertex [ 7] is one whose
degree is zero. A vertex in a graph is called a pendant vertex

[10] if its degree is one. Any vertex adjacent to a pendant
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vertex is called a support vertex. A simple graph in which
each pair of distinct vertices is joined by an edge is called a
complete graph [1]. A complete graph on n vertices is
denoted by K. A bipartite graph G is one whose vertex set
can be partitioned into two subsets X and Y so that each
edge has its ends in X and Y respectively. Such a partition
(X, Y ) is called a bipartition of G. A complete bipartite
graph [1] is a simple bipartite graphwith bipartition (X, Y')
in which every vertex of X is joined to every vertex of Y .
The complete bipartite graph with [X| =m and |Y | =n is
denoted by K, . The graph H is said to be an induced
subgraph [2] of the graph G if V (H) € V (G) and two
vertices in H are adjacent if and only if they are adjacent in
G. If two vertices u and v are connected in G, the length of
the shortest u-v path in G is called the distance [1] between
u and v and is denoted by d(u, v). The diameter [1] of G is
the maximum distance between two vertices of G and is
denoted by diam(G). Atree [1] is a connected acyclic graph.
A cut edge [1] of a graph G is an edge such that whose
removal makes the graph disconnected. The corona [6] of
two graphs G, and G,is the graph G = G, o G, formed from
one copy of G, and [V (G,)| copies of G,, where the i" vertex

of G, is adjacent to every vertex in the i" copy of G..
There are several polynomials associated with a graph G.

Polynomials play an important role in the study of graphs as

1
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it encode various information about a graph, such as the
number of trees, number of cliques, cycles etc., in G. Also
some graph polynomials count the number of occurrences
of certain graph features and some others make an attempt
to find complete graph invariants and so on. In this paper
degree polynomial of a graph is defined and some of its

properties are observed.

2.DEGREE POLYNOMIAL

In this section we first define k-nodal set,6(G) <k <A(G)of
a graph and then introduce degree polynomial of a graph.
Also some properties of degree polynomials are observed.

Definition 2.1. Let G(V, E) be any graph of order n. For
0(G) £k £A(Q), the k-nodal set of a graph G is defined as
the set of all vertices of degree k in G. It is denoted by
V(G.k).
ie.,,V(G,k)={u V:d(u)=k}
Some Simple observations of degree polynomials are;
(1) V(G, 0) is theset of all isolated vertices in G.
(2) V(G, 1) isthe set of all pendant vertices in G.
(3) For any graph G of order n, 0 < |V (G,k)| <n-1, where
3(G)<k=<A(G).
(4)Foranontrivial cycle C, |V (C_k)|=nifk=2
0ifk#2
(5) Foracomplete graphKa, |V (Kn,k)|=nifk=n-1
1 ifk #n-1
(6) For apath Pn , path |V (Pn,k)| =n-2 if k=2
2ifk=1
Oifk#1or2
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Definition 2.2. Let G be any graph of order n. The
Degree Polynomial of G is denoted by D[G, x] and is
defined as, D[G.x]=Y0) [V (G.k)jx*  where [V (Gk)| is

the cardinality of k-nodal set of G.

Observation 2.3.

(1) For any graph G of order n,if V(G,0) # ¢ then V(G,n-1)
=¢dand viceversa.

(2) If G, and G, are isomorphic graphs, then D[G,, x] =

D[G,,x].

(3) If H is an induced subgraph of G, then deg(D[G, x]) >
deg(D[H, x])

(4) The constant term in D[G,x]is the number of isolated

vertices in G.

(5) Ifa graph G has no isolated vertices, then zero is aroot of

its degree polynomial.

Theorem 2.4. Let G be a nontrivial graph of order n. Then
D[G, x] is a constant polynomial if and only if G is an empty
graph.
Proof.
LetD[G, x] is a constant polynomial. Then,p[6.<]= 3, | (G.k)}+*

= C, a constant. Hence |V (G,k)| = 0 for 0 < k < n-1.

Therefore, d(v)=0 for all vin V(G). Converse is obvious.

Theorem 2.5. Let G be any graph of order n. Then
deg(D[G, x]) is maximum if and only if G has a vertex of
degreen-1.

Proof. The maximum possible degree of D[G,x] of any
graph G of order n is n-1. Hence deg(D[G, x]) of G is n-1if
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and only if A(G) = n-1 Since the maximum degree of a
complete graph, Wheel graph, star graph etc, on n vertices
isn-1, Corollary 2.6 follows.

Corollary 2.6.deg(D[K,, x]) = n-1,deg(D[W,, x]) = n-1,
deg(D[S,, x]) = n-1, where K, , W, , and S, are complete
graph, Wheel graph, and star graph on n vertices.

Remark 2.7. For any graph G, deg(D[G, x]) is maximum if
and only if A(G)=n-1 and deg(D[G, x]) is minimumif and
only if =C, a constant. Hence |V (G,k)|=0 for 0 <k <n-1.

Therefore, d(v) =0 forall vin V(G). Converse is obvious.

Theorem 2.5. Let G be any graph of order n. Then
deg(D[G, x]) is maximum if and only if G has a vertex of
degreen-1.

Proof. The maximum possible degree of D[G,x] of any
graph G of order nis n-1. Hence deg(D[G, x]) of G is n-1if
and only if A(G) = n-1 Since the maximum degree of a
complete graph, Wheel graph, star graph etc, on n vertices
isn-1, Corollary 2.6 follows.

Corollary 2.6.deg(D[K,, x]) = n-1,deg(D[W,, x]) = n-1,
deg(D[S,, x]) = n-1, where K, , W, , and S, are complete
graph, Wheel graph, and star graph on n vertices.

Remark 2.7. For any graph G, deg(D[G, x]) is maximum if
and only if A(G)=n-1and deg(D[G, x]) is minimumif and
onlyif A(G)=0.
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Theorem 2.8.The degree polynomial D[G, x] of any graph

G of'order n contains at mostn-1 terms.

Proof. The general expression for the degree
polynomialD[G, x] of any graph G isD[G,x]=Zf§()G)\V(G,ijk
When A(G) =n-1, 8(G) # 0 and whend(G) = 0, A(G) # n-
1. Therefore, D[G, x] of G can have at most n-1 terms.

Theorem 2.9.For a graph G, the degree polynomial
D[G,x] is an even polynomial if and only if G is
Eulerian.

Proof. Since  p[G.x]-3,"
polynomial if and only if

[V (G.,k)| = 0 for all odd powers of k. That is if and only if

cardinality of all k-nodal sets is zero for all odd values ofk.

v (G.k)x* D[G,x] is an even

ie., if and only if G has no odd degree vertices. ie., if and

only if G is Eulerian.

Theorem 2.10. For any cycle C ,D[C,, x] = D[L(C)), x]
wheren>3

Proof. Itis proved first that L(C,) is isomporphic to C,. Then
it follows that, D[C,, x] =D[L(C,), x] Any cycle C, hasn
vertices and n edges. Hence L(C,) has order n. Every edge
in G is adjacent to exactly two edges in G. Therefore, every
vertex in L(C,) has degree two. Hence both C, and L(C))
same order, same size and same degree sequence. Hence

the proof.
Theorem 2.11. A graph G is k-connected for k > 2 if and
only if the lowest exponent of x in D[G,x] is k.
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Proof. Suppose that G is k-connected. ie.,if and only if3(G)
isk. Hence the proof.

Remark 2.12.Theorem 2.11 need not be true when k = 1.
Suppose that V(G, 1) # 0. Then G has at least one pendant

vertex, whose removal does not disconnect G.

3.DEGREE POLYNOMIAL OF SOME GRAPHS

In this section the degree polynomials of some graphs are
computed. The polynomial expression is obtained using the
definition.

Proposition 3.1.For any complete graph K, , D[K ,x] =
nx"',n=1,2.3...

Proposition 3.2.For any cycleC,, D[C,.x] = nx’,n>3
Proposition 3.3. For any pathP, , D[P_x] =(n-2)x"+2x,n
>2

Proposition 3.3.For a Wheel graph W, = C_+ K D[W x]
=x""+(n-1)x’,n>4

Definition 3.4[5]. AHelm graph H,, n>3 is obtained from a
wheel graph W, by attaching a pendant edge at each vertex
on the rim of the wheel W,

Proposition 3.5.For a Helm graph, , D[H,x] =x"'+ (n-
Dx*+(n-1)x

Definition 3.6 [S].A closed helm graph CH,, n > 3 is
obtained by taking a helm graph H, and adding edges
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between the pendant vertices.
Proposition 3.7.For a closed helm graph, D[CH,,x] =x""
+(n-1)x' +(n-1)x’

Definition 3.8 [5].A Lollipop graph L, is obtained by

n,m>

joining K ,n>3toapath P, onm vertices with a bridge.

Proposition 3.9.ForD[L, ,x] =x"+(n-1)x""+(m-1)x’+x

Definition 3.10 [5]. A Windmill graph W™, is the graph
obtained by taking m copies of the complete graph K ,n>3
with a common vertex. W, is called the friendship graph
andisdenoted by F,

Proposition 3.11. For D[W,™ x] =x"""+m(n-1)x"'
Corollary 3.12D[F, x] =x™"" +3(n-1)x""

Definition 3.13 [3]. A Shell graph S, is defined as the graph
obtained from the cycle C, by adding the edges
corresponding to the n — 3 concurrent chords of the cycle.
The vertex at which all chords are concurrent is called the
apex of the shell

Proposition 3.14D[S, x] =x"" +(n-3)x’

Definition 3.15[8]. Abow graph is a double shell with same
apex in which each shell has any order.

Corollary 3.16. Let B, be a bow graph of order N > 5,
which includes shells S, and S, such that N=m+n— 1 then

D[B,,x]=x"""+(n+m-6)x’
Definition 3.17[11]. A butterfly graph BF is a bow graph
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with exactly two pendant edges at the apex.

Corollary 3.18. Let BF be a butterfly graph of order N> 7,
then

D[BF,x]=x""+(n+m-6)x"+2x

Proposition 3.14.For a complete bipartitegraph K,
D[K,,,,x]=mx +nx"

4. DEGREE POLYNOMIAL OF SOME GRAPH
OPERATIONS

In this section the degree polynomial of some graph
operations and graph modifications are obtained.

Since the disjoint union of two graphs will not affect the
degree of any vertex in the union of the graphs, we have:
Theorem 4.1.Let G and H be any two graphs of order n and
m respectively and let G U H be the disjoint union of G and
H.Then D[GUH, x]=D[G, x]+D[H, X]

Corollary 4.2. If a graph G has n components G, G,, ...,G,
then D[G, x]=DI[G,,x]+D[G,,x]+...+ D[G,, X]

n

Definition 4.3 [7]. The join of two graphs G, and G,,
denoted by G,v G,, is a graph with vertex set V (G,) U V (G,)
and edge set E(G,) UE(G,) U {uv[ue V(G,)andve V(G,)}.
Theorem 4.4 For any graph G of order n, D[GVK,, x]= X'
+xD[G.X]

Proof. Since in Gv K the degree of each vertex in G is
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increased by one and a new vertex of degree n is introduced,
the result follows.

Theorem 4.5.Let G and H be any two graphs of order n and
mrespectively. Then

D[GVH,x]=x"D[G,x]+x"D[H,x]

Proof. Since in G v Hthe degree of each vertex in G is
increased by cardinality of H and the degree of each vertex
in His increased by cardinality of G, The result follows.

Let G be any graph with vertex set {v,,...,v,}. Add n new
vertices {u,,...,u,} and join y, to vifor 1 <1i < n. By the
definition of the coronaof two graphs, we shall denote this
graph by G°K,.

Theorem 4.6.1f G is any graph of order n, then D[G°K , x] =
xD[G, x] +nx

Proof. In the corona G°K, the degree of each vertex in G is
increased by one and n vertices of degree one are

introduced.
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Abstract

Nanomaterials are widely explored area as they offer better
properties than their bulk counterparts. Nanofibers are one
such class which have high surface to volume ratio,
mechanical strength, flexibility, thermal properties used for
applications like filtration, nanocatalysis, medicine
delivery, and as electrode material for energy storage
devices. In this study we produce polymer solutions of
polyvinyl alcohol (PVA) and polyvinyl alcohol-
polyaniline (PVA-PANI) combined solutions and used for
electrospinning. The PVA- PANI polymer nanofibers were
tested for application as solid electrode material for
supercapacitor. From this PVA-PANI polymer solution was
prepared for different volume ratios and electrospun onto
conducting PET substrates. Two of such PET substrates
were taken and a piece of gel electrolyte was sandwiched
between them which acted as an electrochemical
pseudocapacitor. Also PET substrates were
electrodeposited by PANI and a gel electrolyte was
sandwiched between two of such substrates as before.
Cyclic voltametry analysis gives the specific capacitance
value of these capacitors. FTIR analysis of the fibers
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confirmed presence of PVA and PANI. SEM images
confirmed the formation of nanofibers and their diameter
was found.

1. Introduction

Energy production is a greatest concern of mankind. Fossil
fuels are a good source of energy but their increasing
pollution effects force us to switch to renewable energy
resources. So the electrical energy storage devices like
Electrochemical cell and Supercapacitors plays a
significant role. Batteries and capacitors seem similar as
they both store and release electrical energy but their
potential applications are different. An approach to utilize
the benefits of both capacitor and batteries and fabricating
into a single device is of present research interest. Such a
device with much higher energy density comparable to
batteries and with larger discharge time and power density
is called a Supercapacitor. Ordinary capacitor uses solid
dielectric whereas supercapacitors uses ElectricDouble
Layer Capacitance (EDLC), Electrochemical
Psuedocapacitance and a combination of these two is called
hybrid capacitors [1-5].

In this study we look forward to improve the surface area of
the electrode material by using nanostructured materials.
We make PVA/PANI composite nanofibers by
Electrospinning technique. The network porosity of the

nanofibers can act as excellent surface for charge
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accumulation. Thus the large surface area to volume ratio of
nanofibers makes them promising material for

supercapacitor electrodes.

2.Experimental

2.1 Materials and chemicals

The chemicals used for this work are Poly vinyl alcohol
(PVA, MW = 89,000- 98000, 99+% hydrolyzed), Poly
aniline (Emaraldine salt average MW > 15000, particle
size= 3-100 um) purchased from Sigma Aldrich, Dimethyl
sulfoxide (DMSO), Aniline (C,H,NH,), sulfuric acid
(H2S04), double distilled water and ITO (Indium doped tin
oxide) coated PET(polyethylene terephthalate) substrates.

2.2 Preparation of PVA solution

9wt% solution of PVA was prepared by adding 4.5069 g of
PVA to 50 ml distilled water. The above solution is heated to
80°C with constant stirring for 45 minutes till the solute is
completely soluble and forms a clear viscous solution. The
above viscous solution is used to make PVA nanofibers

using electrospinning technique.
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2.3 Production of PVA nanofibers using E-spin
technique

The solution for E- spinning is taken in a 5 ml syringe and
the collector drum is covered with a sheet of aluminium foil.
The parameters like volume, flow rate, voltage are set in the
E- spin unit. The constant parameters are Volume = 2 ml,
flow rate =0.1ul/s, voltage =25 KV and time =4 hours. The
tip to collector distance was set to 15 cm. The collector drum
was kept rotating at 650 rpm. Electrospinning was
performed with horizontal scanning(y scan) for forming
random fibers and to induce porosity in the network and

without y- scan for aligned fibers.

2.4 Preparation of PVA-PANI solution at different
volume ratios.

2 wt% solution of PANI (polyaniline-emaraldine salt) was
prepared by adding 0.022g PANI to 1ml DMSO(dimethyl
sulfoxide) and with constant stirring for 5 minutes.This
PANI solution and the above prepared PVA solution were
combined in different volume ratios to vary concentration.
These solutions were taken for E-spinning.

PVA: PANI=2ml:20ul,2ml: 50pul, 2ml : 100ul
2 ml of the above PVA solution (9 wt%) is taken seperately
in three beakers. To each of these beakers add 20 pl, 50 pl
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and 100 pl of PANI solution (2 wt%) using micropipette.
The resultant solution is stirred for 5 minutes.

2.5 Production of PVA-PANI composite nanofibers for
different volume ratios.

The PVA-PANI solutions of different volume ratios were
separately electrospun onto different pieces of conducting
PET substrates attached on the rotating collector drum. The
electrospinning parameters like volume = 1 ml, flow rate =
0.1 pl/s, voltage = 25 KV, drum rotation speed = 650 rpm
were applied and E- spinned for 1 hour. The three samples of
composite PVA-PANI fibers were named as PP20, PP50 and
Pp100.

2.6 Electrodeposition of PANI onto PET substrates

For electrodeposition, 0.06 M solution of Aniline with 0.2
M sulfuric acid was prepared in a standard flask taken as
electrolyte. The electropolymerization were conducted by a
three electrode set up. The FTO coated conducting PET
substrate taken as the working electrode, Platinum wire as
counter electrode and Ag/AgCl in saturated NaCl as
reference electrode. There are several methods for
electropolymerization. Here we use potentiostatic method
of electropolymerization by applying a constant potential of
0.75 volts. Aniline is polymerised to Polyaniline and is
electrodeposited for 15 minutes on PET substrate gives
green colour coating as shown in figure 1,a& b
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(a) The electrodeposition of PANI on conducting
PET substrate in three electrode system
(b) The green colour coated PANI film on PET substrate.

3. Results & Discussion

3.1 Scanning electron microscopy analysis

Figure 2(a) shows the SEM images of PVA nanofibers
produced at a tip collector distance of 15 cm. The polymer
nanofibers have diameters 377.2 nm, 355.7 nm and 417.4
nm. The average diameter of the fibers is ~360 nm. The
images show good network porosity and random
arrangement of fibers. Figure 2(b) shows the SEM images
of PVA — PANI nanofiber composite formed at the same
conditions of E —spinning as that of PVA. The diameters of
the fibers are 151.3 nm, 166.1 nm and 137.2 nm. The
diameters of the composite fibers are lesser than pure PVA
fibers. It is because addition of PANI to PVA polymer
solution lowers the viscosity and hence diameter of fibers is
decreased. Also the SEM images indicate the presence of
agglomerated PANI particles in the fiber network.
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Figure 2 (a) The SEM image of PVA fiber
(b) The SEM image of PVA-PANI composite fiber

3.2 Fourier transform infrared spectroscopy analysis

Figure 3(a) and 3(b) shows the FTIR spectrum of pure
samples of PVA and PANI (emaraldine salt) and their
characteristic peak positions in the interferogram is
marked.
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Figure 3
(a) FTIR spectrum of pure PVA (b) FTIR spectrum of pure PANI

Figure 4 shows the FTIR spectra of PVA fiber,
electrodeposited PANI (EP), PP20, PP50 and PP100
(composite nanofibers) samples and their peaks are
compared with that of figure 3.
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Figure 4 (a) FTIR spectrum of PVA nanofiber
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Figure 4 (e) FTIR spectrum of electrodeposited PANI
(f) FTIR spectrum of PVA fiber, PP20, PP50, PP100 and EP.
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In PVA fiber, the intense peak at 3436 cm™ corresponds to O
— H stretching vibrations of hydroxyl group in PVA. The
peaks at 2929 cm’ and 2855 cm” are due to C-H
asymmetric and symmetric stretching vibrations
respectively. The peak at 1635 ¢cm” correspond to C-C
group and can be explained on basis of intra or inter
molecular hydrogen bonding with adjacent O-H group in
PVA. The peak at 1388 cm is due to C-H vibration and that
at 1094 cm™ is due to C-O stretching vibration.
Characteristic peak at 853 cm™ is from CH, stretching. [7,8]
In the electrodeposited PANI sample peak positioned at
3414 cm™ and characteristic peak at 3122 cmare due to O-
H stretching vibrations from solvent of electrodeposition
and N-H asymmetric stretching in PANIL. The 2928 cm’
peak is due to stretching of aromatic C-H group and a less
intense peak at 2856 cm” is formed by other C-H
vibrations. Also aromatic C-C stretching give rise to 1636
cm’ peak. The peak at 1383 cm™ is characteristic of C-H
vibrations.

Considering the FTIR spectra of composite nanofibers we
see in three of the samples PP20, PP50 and PP100, a peak
around 3406 c¢cm” which is due to the O-H stretching
vibrations. A peak at 3194 cm™ in PP20, and around ~3154
for both PP50 and PP100 is due to N-H stretching
vibrations of PANI. It is seen that this peak broadens as the
concentration of PANI in fibers increases. In pure PVA fiber
a more intense peak due to C-H asymmetric stretching is
found at 2927 cm’. This peak diminishes in intensity
almost equally for all the composite fibers containing
PANI, and found around ~2930 cm’. This is due to
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stretching of aromatic C-H group in PANI that forms a less
intense peak at the same position. A peak positioned around
1635 cm™ in PVA fiber correspond to C-C group and also
due to inter or intra molecular hydrogen bonding with
adjacent O-H groups in PVA. In the three composite
samples a peak positioned around ~1634 has less intensity
than in pure PVA fiber. This is due to aromatic C-C
stretching in PANI. There is no intensity variation for C-H
symmetric vibrations peak of PVA fiber at 2855 cm’
comparing with composite fibres. A peak around ~1461 cm’
' due to C=N stretching in aromatic compounds and
absorption by benzene ring is seen inPP20, PP50 and
PP100 fibers. A fairly more intense peak at 1388 cm for
PVA fiber and ~1382 cm™ for composite fibers comes from
C-H vibrations. The characteristic peak of PVA fiber at
1094 is attributed to presence of terminal polyvinyl groups.
This peak broadens as concentration of PANI increases.
Thus FTIR spectral studies suggest that PVA is
incorporated in PVA fiber, PANI is electrodeposited on the
PET substrate and presence of both PVA and PANI are
detected in PP20, PP50 and PP100 samples. The
incorporation of PANI in the PVA fiber is established by the
intensity variation in peaks of pure PVA fiber as well as
composite fibers.

3.3 Cyclic Voltammetry (CV)Analysis

The PVA-PANI composite nanofibers electrospun onto
pieces of PET substrates, PANI electrodeposited on PET
substrates are taken as electrode material for
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supercapacitor application. The nanofiber electrode
formed with 20ul, 50ul and 100ul of PANI are named
PP20, PP50 and PP100 respectively and that of deposited
PANI as EP. Two of such electrodes of EP, PP20, PP50,
PP100 are separately taken and a polymer gel electrolyte of
thickness = 1.858 mm is sandwiched in between them and
sealed to form a supercapacitor prototype. The thickness of
EP, PP20, PP50 and PP100 were measured using
MITUTOYO VL 50 Profilometer and found to be 2.63um,
1.13um, 3.96pum and 4.34 pm respectively[9]

Cyclic voltammetry studies of the supercapacitor
prototypes were done with a potential window of 1V (-0.5V
to 0.5 V) at different scan rates of 20mV/s , 50mV/s,
100mV/s, 500mV/s and 1000 mV/s.[figure 5]

EP PP20

05 00 05 P 00 5
Voltage (V) Voltage [V)

Figure 5
(a) I-V characteristics of electrodeposited PANI (EP)
at different scan rates (b) I-V characteristics of PP20 at
different scan rates.
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Figure 5 (c) [-V characteristics of PP50 at different
scan rates. (d) I-V characteristics of PP100 at
different scan rates.

The shape of CV plots suggests a good pseudocapacitance
behaviour for PP20, PP50 and PP100 samples and they can
be excellent for use as supercapacitor electrode material.
The nanofiber electrode show stability on repeated
scanning.
Figure 6 shows the [-V characteristics of all the sample
electrodes at scan rate of 20 mV/s. The area under the C-V
curve for EP, PP20, PP50 and PP100 were found and the
specific capacitance of each electrode in two- electrode
system is calculated using the equation

Csp=4C/S
where  C = ([I(V)dV) /2(dV/dt) V, [I(V)dV is the area
enclosed by the CV curve. dV/dtisthe scanrateandV is the
potential window. S is the mass (g) and specific capacitance
obtained Is called Gravimetric capacitance (F/g).
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Figure 6:
The I-V characteristics of all samples at a scan
rate of 20 mV/s.

Forascanrate of 20 mV/s, the areaunder the I-V graphs for
EP, PP20, PP50 and PP100 are 0.003 cm’, 7.1913 x 10™ cm’,
7.503 x 10 cm’ and 5.462 x 10” cm’ respectively. The mass
of EPelectrode is 0.0016 g and mass of nanofiber electrodes
1s0.000366 g.

We observed that the super capacitance is well enhanced
when For a scan rate of 20 mV/s, the area under the I-V
graphs for EP, PP20, PP50 and PP100 are 0.003 cm’,
7.1913 x 10* em’, 7.503 x 10™ cm” and 5.462 x 10™ cm’
respectively. The mass of EP electrode is 0.0016 g and mass
of nanofiber electrodes is 0.000366 g.

We observed that the supercapacitanceis well enhanced
when nanofiber electrodes are used. The PP20 electrode
shows a comparable supercapacitance as with EP electrode.
When a nanofiber electrode is used, even with reduced
doping level of PANI, a specific capacitance as comparable
with EP.is obtained.Also we find as the concentration of
PANI in nanofibers increases the supercapacitance first
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increases and then decreases. This can be explained by
examining the SEM images of PP50 nanofiber shown in
figure 7

Figure 7
(a) The SEM image of PP50 fiber with agglomerations
of PANI (b) Magnified image of (a)

Figure 8 shows the photographs of polymer solutionused
for electrospinning of composite fibers. The
agglomerations of PANI can be also seen in solution as
black dots.

Figure 8 (a) The solution used for E-spinning PP100 fibers
(b) The agglomeration of PANI seen as black dots in solution.
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The addition of PANI (emaraldine salt) into PVA solution
creates an agglomeration of PANI in fiber. We confirm that
PANI has not completely dispersed in PVA solution. These
agglomerations appear in the nanofibers also. As SEM
images indicate an increase in concentration can increase
the number of agglomerated structures in the nanofiber and
thus reducing the surface area of the electrode. This is the
reason for decrease in supercapacitance as concentration of
PANI increases.

To eliminate the agglomerations in fibers we can use a
method by which PANI completely disperses in PVA matrix
and we expect an increase in supercapacitance as
concentration increases.

3.4 Electrochemical Impedance Spectroscopy Analysis
(EIS)

The EIS analysis was done using electrochemical
workstation. In this measurement the voltage amplitude
range is low and in the range 5 -10 mV and with wide
frequency range 0.01 Hz — 100 KHz .The effective
impedence of the supercapacitor prototypes were found
from the graph shown below (figure 9). It was found that the
impedance for supercapacitor with nanofiber electrode was
very less compared to electrodeposited PANI electrode. [ 7]

g
S 3000

~lm(Z]
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—a—PP20
——=Prso

PP100

e

T
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Figure 9: EIS spectra of PP20, PP50, PP100 and EP prototypes
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The sheet resistance for the PP20, PP50 and PP100 fiber
prototypes is around 950 ohms and that for EP
(electrodeposited PANI ) prototype is 5222 ohms. The
charge transfer resistance of EP is around 3096 ohms and
that of PP20, PP50 and PP100 is seen to be very small.

CONCLUSION

The PVA, PVA-PANI composite nanofibers were formed
by electrospinning. The composite fibers electrospun onto
conducting PET substrates and electrodeposited PANI on
PET substrates are taken as supercapacitor electrode
material. The supercapacitance is enhanced using
composite nanofiber electrodes due to higher surface area
as compared to electrodeposited PANI electrode. The
specific capacitance of nanofiber electrode increases as
doping level of PANI increases and then decreases ,because
higher concentration of PANI leads to more number of
agglomerated structures in fibers reducing the surface area
ofelectrode.
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Abstract

Fuzzy Graphs has generated interest in many re-
searchers in mathematics as well as engineers. It is a
fast growing field with applications in many fields of
engineering and technology. In this paper some basic
definitions and terminologies of fuzzy graphs are stud-
ied.

Keywords: Fuzzy graphs,weight matrix, strength of a
fuzzy graphs

1 Introduction

The paper written by Leonhard Euler on the Seven Bridges of
Kénigsberg and published in 1736 is regarded as the first paper
in the history of graph theory. Graphs can be used to model
many types of relations and processes in physical, biological,
social and information systems. Many practical problems can
be represented by graphs. In computer science, graphs are
used to represent networks of communication, data organiza-
tion, computational devices, the flow of computation, etc. In
mathematics, graphs are useful in geometry and certain parts
of topology such as knot theory. Algebraic graph theory has
close links with group theory. A graph structure can be ex-
tended by assigning a weight to each edge of the graph. Graphs
with weights, or weighted graphs, are used to represent struc-
tures in which pairwise connections have some numerical val-
ues.

The theory of fuzzy sets finds its origin in the pioneering
paper of Zadeh. Since then this philosophy had tremendous
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impact on logic, information theory etc. and finds its applica-
tions in many branches of engineering and technology .

Fuzzy graph theory was introduced by Azriel Rosenfeld in
1975. Though it is very young, it has been growing fast and
has numerous applications in various fields. Fuzzy analogues of
many structures in crisp graph theory, like bridges, cut nodes,
connectedness, trees and cycles etc. were developed after that.

2 Fuzzy Sets and Relations

Throughout this paper we use V for Supremum and A for In-
fimum.

Definition 2.1. A Fuzzy subset of a nonempty set S is a
mapping o : .S — [0, 1], where [0,1] denote the set {t € R/0 <
t<1}

Here o assigns to each element x € S a degree of member-
ship
0<o(x)<1.

Definition 2.2. The support of a fuzzy set o is
supp(c) = {z € S/o(z) >0}
and o is said to be non trivial if supp(o) # @

Definition 2.3. Let S and T be two sets and o and v be fuzzy
subsets of S and T, respectively. Then a fuzzy relation p from
the fuzzy subset ¢ into the fuzzy subset v is a fuzzy subset u
of S x T such that u(z,y) < o(z) Av(y), Ve € Sand Vy € T.

That is, for u to be a fuzzy relation, the degree of member-
ship of a pair of elements never exceeds the degree of member-
ship of either of the elements themselves.

The fuzzy relation p can be represented by means of a
matrix M = (my,), where myy, = p(z,y),z € Sand y € T.

There are three special cases of fuzzy relations. They are

1. S =T and 0 = v. In this case, p is said to be a fuzzy
relation on o. That is p is a fuzzy subset of S x S such
that p(z,y) < o(z) Ao(y).
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2. o(x) = 1.0, Yz € S and v(y) = 1.0, Yy € T. In this
case, [ is said to be a fuzzy relation from S into 7.

3.85=T, o(x) =10, Ve € S and v(z) = 1.0, Yy € T. In
this case, u is said to be a fuzzy relation on S.

Definition 2.4. Let p be a fuzzy relation on o. Then p is
called the strongest fuzzy relation on o if and only if for all
fuzzy relations w on o, and for all z,y € S, w(x,y) < p(z,y).
Thus if p is the strongest fuzzy relation on o then p(x,y) =
o(z) No(y),V z,y €S

Definition 2.5. Let 1 : S x T" — [0,1] be a fuzzy relation
from a fuzzy subset o of S into fuzzy subset v of T' and w :
T x U = [0,1] be a fuzzy relation from a fuzzy subset v of T
into a fuzzy subset & of U. Define pow : S x U = [0,1] by

pow(z, z) = V{u(z,y) Nw(y,z)/y € T}

forall x € S,z € U. Then po w is called the composite of u
with w.

The composition of p with w is a fuzzy relation from a
fuzzy subset o of S into a fuzzy subset £ of U. The definition
of the composition operation reveals that pow can be com-
puted similar to a matrix multiplication, where the addition is
replaced by V and multiplication by A. Since composition is
associative, we use the notation 2 to denote the composition
o, 1* to denote pF=1 o, k> 1.

Define p>°(z,y) = V{u"(z,y)|k =1,2,--- } for all z,y € S.
Define p%(z,y) = 0 if 2 # y and p°(z,y) = o(z) otherwise,
for all x,y € S. Given a fuzzy relation p on a fuzzy subset o
of S, define the fuzzy relation p¢ on o by p(z,y) = 1—pu(z, y)
for all x,y € S.

Definition 2.6. Let 4 : S x T — [0,1] be a fuzzy subset of
o of S into a fuzzy subset v of T. The fuzzy relation pu~! :
T x S —[0,1] of v into o is defined as p~(z,y) = pu(y,z) for
all (y,z) € T x S.

Let 1 and w be fuzzy relations on a fuzzy subset o of S.

Definition 2.7. A fuzzy relation p is said to be reflexive (on
a fuzzy subset o of S) if p(z,z) = o(x),Vz € S.
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Definition 2.8. A fuzzy relation p is said to be symmetric if
w(z,y) = ply, ), Yo,y € S. In other words, p is symmetric if
the matrix representation of p is symmetric (with respect to
the diagonal).

Definition 2.9. A fuzzy relation p is said to be transitive if
u? C p. Hence ™ is transitive for any fuzzy relation p.

3 Fuzzy graphs

Any fuzzy relation p on a fuzzy subset o, of a set V' can be re-
garded as defining a weighted graph, or fuzzy graph, where the
vertex v € V has weight o(z) € [0,1] and edge (z,y) € V xV
has weight or strength p(z,y) € [0, 1]. Since we are considering
only simple graphs, all fuzzy relations are symmetric and all
edges are regarded as unordered pairs of vertices.

Definition 3.1. A fuzzy graph G = (V,0, 1) is a nonempty
set V' together with a pair of functions o : V' — [0,1] and p :
V xV — [0,1] such that for all z,y in V, u(z,y) < o(x) Ao(y).

We call o, the fuzzy vertex set of G and p the fuzzy edge
set of G, respectively. Note that u is a fuzzy relation on 0. We
will assume that, unless otherwise specified, the underlying set
is V and that it is finite. Therefore, for the sake of notational
convenience, we omit V in the sequel and use the notation
G = (o, ). Thus in the most general case, both vertices and
edges have membership value. However, in the special case
where o(z) = 1,Va € V, edges alone have fuzzy membership.
So, in this case, we use the abbreviated notation G = (V, u).

Any fuzzy graph G = (o, 1) can be represented diagram-
matically like the crisp graph. Each vertex is indicated by a
point with weight o(x) and each edge (x,y) by a line joining
the points = and y with weight p(z,y).

Example 3.1. We give an example of a fuzzy graph and its
associated crisp graph in figure 2.1.

We denote the underlying (crisp) graph of G = (o, 1) by
G*(V,E). Note that a crisp graph G*(V, E) is a special case
of a fuzzy graph with each vertex and edge of G* having mem-
bership value 1.
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1 Vo

Vyq

Figure 1: Fuzzy graph G and its crisp graph

4 Paths and Connectedness

Definition 4.1. A path P in a fuzzy graph G = (o,p) is
a sequence of distinct vertices xg,x1,- -, 2, (except possibly
xg and x,) such that p(z;—1,2;) > 0,1 <i<n

Here n > 1 is called the length of the path P.
The consecutive pairs (x;_1,2;) are called the edges of the
path.
The diameter of z,y € V, written as diam(z,y), is the length
of the longest path joining x to y.
Definition 4.2. The strength of P is defined as A"y pu(xi—1, x;).
In other words, the strength of a path is defined to be the
weight of the weakest edge of the path. A single vertex x may
also be considered as a path. In this case, the path is of length
0.

If the path has length 0, it is convenient to define its strength
to be o(zg).

Definition 4.1. A strongest path joining any two vertices x
and y is that path which has strength p*°(z,y), which is usu-
ally called the strength of connectedness between the vertices
x and y.

Example 4.1. Consider the example given below.
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Vaos V5 03y

V5 03

('\2 : O I'e) 6
O.SI T@\OG

Vi

2
0.2
v, v,

Figure 2: Strongest path from vy to v7

Here vy, v9,v3,v7 is a path from vy to v7 of length 3.
The strongest path joining v; to v7 is the darkened path shown
in the figure.

Definition 4.2. A fuzzy graph G(o,p) is called a complete
fuzzy graph if p(uv) = o(u) A o(v), for all u,v € V

Also if G is a complete fuzzy graph then G* is a complete
graph.

5 Weight Matrix of a Fuzzy Graph

Definition 5.1. Let G(o,u) be a fuzzy graph with underlying
crisp graph G*(V,E) with order n, and size m. Let z and y
be two distinct vertices of G. If there exists at least one path
between x and y of length less than or equal to k then the
connectedness of strength k& between x and y is defined as the
maximum of the strength of all paths between them of length
less than or equal to k. Otherwise it is defined as zero.

Example 5.1. In the fuzzy graph G in figure3 ,the connect-
edness of strength three between the vertices v; and vy is 0.3.
Also the connectedness of strength two between the vertices
v1 and vy is 0.3.

Definition 5.2. Let G (o, i) be a fuzzy graph with underlying
crisp graph G*(V, E) with |V| = n and |E| = m. The nxn

144



RESHMI KM

Figure 3: Fuzzy graph G

matrix A = (a;;) defined by

aij—{

o(v;)

w(viv;) when i#j
when

1=7

is called the weight matrix associated with the graph G.

For i # j the (i,7)"" entry of the weight matrix of the fuzzy
graph G represents the weight (membership value) of the edge
v;v; and a;; represents the weight (membership value) of the
vertex v;. By the definition of a fuzzy graph a; > ai; = aj;

for all 4, j.

Example 5.2. The weight matrix A of the fuzzy graph G in

figure3 is given by

0.6
0.6
0.2
0.3
0.0
0.0
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6 Properties of the Weight Matrix of
fuzzy graphs

Definition 6.1. A symmetric matrix A = (a;;) with a;; > a;;
for all 4,5 is called a strong diagonal matrix.

Properties of the Weight Matrix associated with
fuzzy graphs

1. The weight matrix A of any fuzzy graph is symmetric.

2. The sum of entries in a row or column is equal to the
total degree of the corresponding vertex.

3. If A} and A5 are two weight matrices which corresponds
to two different labelling of the same fuzzy graph G, then
for some permutation matrix P, PA; = A P.

4. Weight matrix of a fuzzy graph with respect to any la-
belling is strong diagonal.

Suppose A = (a;;) is an nxn strong diagonal matrix with
entries in [0,1]. Then there exists a unique fuzzy graph (upto
isomorphism) G(o,p) with vertices say {v1,vs ... vy} such that
o(v;) = a;; and for each pair i, j, (i # j), p(vivy) = pvjv;) =

Ajj.

Lét A = (a;5) and B = (b;;) be the given strong diagonal
matrices with entries in [0,1]. We define the product AB of
A and B as the matrix C' = (¢;;) where ¢;; is the join of
the meet of the corresponding entries of i*" row of A and the
corresponding entries of j** column of B. We define A™, for
n > 2, by A"7A,

In general the matrix multiplication defined above on the class
of nxn strong diagonal matrices is not a binary operation. For
example consider the matrices A and B given by

04 03 02 02 03 02 01 02

A= 03 05 0. 02 B— 0.2. 04 03 0.1
— 102 04 06 0.1 — (01 03 03 0.0
02 02 01 03 02 01 00 0.5
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then the product C' of A and B is

03 03 03 02
03 04 03 0.2
02 04 03 02
02 02 02 03

C:

But if we restrict the class by considering only the strong diag-
onal nxn matrices with fixed diagonal entries, then the matrix
multiplication defined above is a binary operation.

Proposition 6.1. Let A = (a;;) and B = (b;;) be two strong
diagonal matrices of the same order. Suppose that a;; = bj;, for
all 4, 7. Then their product is again a strong diagonal matrix.

Proof. Suppose A = (a;;) and B = (b;;) be two strong diagonal
matrices with a;; = b;; for every i. Since A and B are strong
diagonal matrices we have,

A4 Z A5 = Aj; and bii > bij = bji for all ’i, j Suppose AB =
C = (¢;j) Then

n
\/ ik A bk] (1“' A bjj) = Qij; = bjj~

Thus Cii Z Cij N i,j [l

Definition 6.2. Given an n x n matrix A, the least positive
integer n such that A™ = A*, for all i > n, is called its strength.

Definition 6.3. If G is a fuzzy graph with weight matrix A,
then the strength of G is defined as the strength of its weight
matrix.

Illustration
Consider the following fuzzy graph.
Here Its weight matrix A is given by

04 03 03 01 O
03 03 02 01 0
03 02 04 02 03
01 01 02 02 0
0 0 03 0 05
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04 v, 0.3 Y2 0.3)

v (0.5)

(0.2) V4 0.2 \/3 (0.4)

Figure 4: Fuzzy graph G

A3 is given by the following matrix.

04 03 03 03 0.3
0.3 03 03 0.2 0.3
03 03 04 02 0.3
02 02 02 02 02
0.3 03 03 0.2 0.5

For every n > 3, A® = A3. Hence its strength is 3.
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Abstract

Connectedness of strength k between two distinct
vertices of a fuzzy graph, strength of a fuzzy graph
and strength of connectivity of a fuzzy graph were in-
troduced by Sheeba M.B and Raji Pilakkat (11). It
was also proved that the strength of connectivity of the
graph is the strength of the graph (11) In this paper
the strength of various fuzzy graphs are determined in
terms of order of the graph/ the number of its weakest
edge, using the concept of strength of connectivity.
Keywords: Strength,extra strong path, strength of con-
nectivity

1 Introduction

Strength of a path in a fuzzy graph is defined as the mem-
bership value of the weakest edge. The concept of a strongest
path plays an important role in the structure of fuzzy graphs.
In (11) strength of different fuzzy graphs were determined by
analysing different powers of its weight matrix. Also the rela-
tion between the strength of connectivity of a fuzzy graph and
its strength was established in the same paper. Consider the
following definitions :

Definition 1.1. 11 Let G be a fuzzy graph with underlying
crisp graph G*. A path P is said to connect the vertices v; and
v; of G strongly if its strength is maximum among all paths
between v; and v;. Such paths are called strong paths.

i.e. a path is strong if it connect any two vertices strongly.

150



STRENGTH OF A FUZZY GRAPHS AS ITS STRENGTH OF CONNECTIVITY

Given a fuzzy graph G there may exist more than one
strong path between two distinct vertices.

Definition 1.2 (11). Any strong path between two distinct
vertices v; and v; in G with minimum length is called an extra
strong path between them.

Definition 1.3 (11). The maximum length of extra strong
paths between every pair of distinct vertices in G is called the
strength of connectivity of the graph.

Theorem 1.1 (11). Let G be a fuzzy graph with underlying
crisp graph G* and A its weight matrix. Let k& denote the
strength of connectivity of the graph G. Then the strength of
Gis k.

We use Theorem (1.1) to establish the relationship between
strength of connectivity and strength of a graph. Here we try
to prove the same results by Raji Pilakkat and M B Sheeba
(10) & (11) analysing the lengths of the extra strong paths in
the case of every pair of vertices (v;,v;) €V x V.

As stated earlier, Strength of a fuzzy graph is the maximum
of the lengths of all extra strong paths connecting different
pairs of vertices in G.

2 Strength of Fuzzy Graphs

Theorem 2.1. Consider a fuzzy graph G. Suppose that G*
is the path P = vqvovs...v,. Then the strength of the graph
G is the length n — 1 of the path P.

Proof. Consider the vertices v and vy,.

Figure 1: The n — 1 path P
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The only path connecting v; to v, is P itself. Hence P is
the extra strong path between vy and v,, which is of length
n — 1. Also there exists no path in P of greater length. Hence
the strength of G is n — 1. O

Theorem 2.2. If GG is not a fuzzy cycle but G* is a cycle of
length n then the strength of the graph G is n — 1.

Proof. Since G is not a fuzzy cycle there exists exactly one
edge say, uv with minimum membership value.

// \
! \
| I
\ !

\ /

7
qu

Figure 2: Fuzzy cycle G

The two paths in G* joining u to v are the edge uv and
the the path G — {uv}. The strongest of which is the latter.
Length of G —{uv} is n—1. Again there are no paths of length
greater than n — 1 in G. Hence strength of G is n — 1. O

Theorem 2.3. Let G be a complete fuzzy graph. Then the
strength of the graph G is one.

Proof. Being a complete fuzzy graph, every pair of vertices in
G* is connected by an edge. Also for every edge uv, p(uv) =
o(u) Ao(v) = p>(uv). Hence every extra strong path in G is
of length one. So the strength of G is one.

Theorem 2.4. Let G be a regular fuzzy graph with crisp
graph G* a cycle of length n. Then the strength of G is [5].

Proof. We consider two cases.
Case:1 n is odd

G being a regular fuzzy graph with G* a cycle, there exists
k € [0,1] such that p(v;v;) = k for all i and j. Hence every
path is a strong path. Hence the length of extra strong path
is less than or equal to the diameter of G* = [§].
Case:2 n is even.
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In this case the membership value of either all edges are
the same or alternate edges are the same. The first case is
same as above. In the second case the strength of any path
connecting two vertices v; and v; will be the same unless they
are adjacent. Hence the length of extra strong path will be
less than or equal to [%].

If they are adjacent the extra strong path will be the edge
connecting v; and v;. Hence in any case the length of extra

n n

strong path is either [%] or less than [§]. So the strength is

[2]- O

Theorem 2.5. In a fuzzy cycle G of length n, suppose there
are | weakest edges where | < [ZH]. If these weakest edges
form altogether a subpath, then the strength of the graph G
isn—1L.

Proof. Let W denote the subpath formed by the [ weakest
edges. Let v;,v; be any two vertices of G. Then we consider
the following cases.

Case : 1

Figure 3: Fuzzy cycle G

The vertices v; and v; are internal vertices of W. Since G
is a cycle, there are two different paths connecting v; to v;.
But both have the same strength. Hence the length of extra
strong path will be less than or equal to [2]. As [ < [2E], we
have [5] <n — L.
Case : 2

The vertices v; and v; are the internal vertices of W¢. In
this case the strongest path will be contained in W¢. Hence
the length of extra strong path will be less than or equal to
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n—1.
Case : 3
Vi -~
i .
\
/
/ \\
! \
¢ |
\ ‘
\ /
) /
\\ //
S.o
v
J

Figure 4: Fuzzy cycle G

v; € W and v; € W€ One of the vertices say, v; is an
internal vertex of W and the other vertex v; is an internal
vertex of W¢. (v;,v; are not the end vertices.) Again the two
paths connecting v; to v; are of equal strength. Hence the
length of extra strong path is less than or equal to [§] <n—1.
Case : 4

Figure 5: Fuzzy cycle G

The vertices v; and v; are end vertices of W. Then W€ is
the extra strong path and its length is n — [.

Hence considering all the four cases we find that the strength

of Gisn—I. O
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Theorem 2.6. Let G be a fuzzy cycle with crisp graph G* a
cycle of length n, having [ weakest edges which form altogether
a subpath where [ > [(n+1)/2]. Then the strength of the graph

is (2]

Proof. Let W denote the subpath of [ weakest edges. Then
G* being a cycle any two vertices are connected exactly by
two paths. Consider the following cases where v;,v; € V
Case : 1

When v; and v; are the internal vertices of W or v; €
W and v; € W°. In both of these cases the two paths connect-
ing v; to v; are of equal strength. Hence the length of extra
strong path is either [§] or less than [3].
Case : 2

When v; and v; are the end vertices or when v; and v; are
the internal vertices of W¢. In this case the length of the extra

n

strong path is either less than [5] or equal to [5]. Hence the

strength of G is [§]. O

Next we try to give a generalized result for a fuzzy graph G
having [ weakest edges that do not altogether form a subpath.

Theorem 2.7. In a fuzzy cycle G of length n suppose there
are | weakest edges which do not altogether form a subpath.
Let s denote the maximum length of the subpath which do not
contain any weakest edge. Then the strength of the graph is
maximum of [§] and s.

Proof. Let W denote the minimal subpath in G that contains
all the [ weakest edges. Then W€ will be the maximal subpath
in G that contains no weakest edges. Hence length of W€ is s.

Let v;,v; € V. Let v; or v; but not both happens to be
the internal vertices of W. Then both the paths from v; to v;
have the same strength. Hence the length of the extra strong
path is either [§] or less than [Z].

If both v; and v; are the internal vertices of W then two
cases arise.
Case:1 When both the edges incident with v; or v; are the
weakest edges, as illustrated in the following figure. The darken
edges are the weakest edges.

Then the two paths connecting v; to v; have the same
strength. Hence its length is less than or equal to [5] .
Case: 2 When exactly one edge incident with v; and v; is a
weakest edge, as illustrated in the following figure. In this case
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Figure 7: Fuzzy cycle G

the length of the extra strong path will be less than or equal
to s.

If both v; and v; are the internal vertices of W¢. Then the
extra strong path will be a subpath of W¢. Hence its length is
less than s.

If both v; and v; are end vertices of W or if one is an end
vertex and the other an internal vertex of W€ then the extra
strong path is a subpath of W¢. Hence the length of it is less
than or equal to s.

Considering all the cases we see that strength of G =

V{[5], s} O
Corollary 2.1. Let G be a fuzzy cycle of length n. Suppose
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there are [ weakest edges which do not altogether form a sub-
path. If [ > [n/2] — 1 then the strength of the graph is [n/2]

Corollary 2.2. Let G be a fuzzy cycle of length n. Suppose
there are [ weakest edges which do not altogether form a sub-
path, but these edges forms part of a [ + 1 path in G . If
I =[n/2] — 1 then the strength of the graph is [(n + 1)/2].

Example 2.1. Consider the graph given below. Here n =

2 3
5—0—0

Figure 8: Fuzzy cycle G withn =9, [ =3, s=4

9, 1=3, s=4, [§] =4. So strength = 4
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Example 2.2. Consider graph given below. Here n = 10, | =

(0]
\l
oo

9 10

Figure 9: Fuzzy cycle G withn =10, [ =5, s=3

5, s=3, [5] =5. Sostrength =5 = [§]

Example 2.3. Consider the graph given below. Here n =

2 3 4 s

Figure 10: Fuzzy cycle G withn =9, [ =3, s=5

9, 1=3, s=5, [2] =4. So strength = 5 = [2}!]
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Abstract

A dominating set S C V of a graph G = (V, E)
is a complement tree dominating set if the induced
graph <V — § > is a tree. A complement tree
dominating set S is a minimal complement tree
dominating set if no proper subset S’ C S is a
complement tree dominating set. The complement
tree domination number 7.4(G) of G = (V, E) is the
minimum cardinality of a minimal complement tree
dominating set. In this paper, bounds on 7. (G) are
obtained and its exact values for some standard graphs
are found.

Keywords: wheel graph, wounded spider, dominating
set, domination number, v - set, dominating tree set,
nonsplit dominating set, nonsplit domination number,
Yns—set, complement dominating set, complement tree
dominating set, complement tree domination number,
Yet- set.
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1. INTRODUCTION:

All graphs considered here are finite, simple
and undirected. Any undefined term in this paper
may be found in Haynes et al [4].

For n > 4, the Wheel Graph W, is K1 + C,,_1.

A Wounded Spider is the graph Kj or the
graph formed by subdividing at most ¢ — 1 of the
edges of a star K, t > 1.

The Star K ,- has one vertex v of degree
n — 1 and n — 1 vertices of degree one.

The Connectivity k(G) of G is the minimum
number of vertices whose removal results in a trivial
or disconnected graph.

For a graph G = (V, E), a set S C V is Independent
if no two vertices in S are adjacent. The Independence
Number By(G) is the maximum cardinality of an
independent set in G.

The Open Neighborhood N(v) of the vertex
v consists of the set of vertices adjacent to v.

A set S C V of vertices in a graph G = (V| E)
is called a Dominating Set if every vertex v € V
is either an element of S or is adjacent to an

element of S.The Domination Number (G) of a
graph G equals the minimum cardinality of a

dominating set in G.
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A dominating set S of a graph G = (V, E)

forms a Dominating Tree Set if the induced graph
< S > forms a tree.

A dominating set S C V of a graph G = (V, E)
is a Nonsplit Dominating Set if the induced graph
<V — S > is connected. A nonsplit dominating
set S is a Minimal Nonsplit Dominating Set if no
proper subset S’ C S is a nonsplit dominat ing set.
The Nonsplit Domination Number ~,s(G) is the
minimum cardinality of a  minimal nonsplit

dominating set.

A dominating set S C V of a graph
G = (V,E) is a Complement Tree Dominating
Set if the induced graph < V — S > is a tree.
A complement tree dominating set S is a Minimal

Complement Tree Dominating Set if no proper sub-
set S’ C S is a complement tree dominating set.

The Complement Tree Domination Number y4(G)
of G = (V, E) is the minimum cardinality of a minimal
complement tree dominating set.

We define a set of vertices a 7 - set if it is
a dominating set with cardinality (G). Similarly,
a Vs - set and 7 - set are defined. Unless otherwise
stated, a graph has n vertices and m edges.

2. MAIN RESULTS:

Theorem 1: A complement tree dominating set of
a graph G = (V, E) exists only if G has exactly one
nontrivial component. Thus, a graph GG having no
isolated vertices has a complement tree dominating
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set if and only if G is connected.

Note that, v.(G) = number of isolated vertices
in G + v4(G1), Where G is thenontrivial co-
mponent of G.

Note: Every complement tree dominating set in
a connected graph G is a nonsplit dominating set.
That is, 7(G) < 1s(G) < 7a(G).

Theorem 2: A complement tree dominating set
D of a graph G is minimal if and only if for each
vertex v € D one of the following conditions is
satisfied. (i) there exists avertex u € V' — D such
that N(u) N D = {v}.

(ii) v is an isolated vertex in < D > .

(i) |N(v)NV — D| # 1.

Proof: Let D be a minimal complement tree dom-
inating set of minimum cardinality. Suppose 3 a
vertex v € D such that v does not satisfy any of
the conditions. Then conditions (i) and (ii) imply
that D' = D — {v} is a dominating set. The condition
(iii) implies that < V' — D’ > is a tree. Hence, D’
is a complement tree dominatingset of G, a contr-
adiction. So, for any vertex v € D one of the three
stated conditions hold.

For the converse, assume that D is a compl-
ement tree dominating set and for each vertex
v € D, one of the three stated conditions holds.
Then D is a minimal complement tree dominating
set.

For, let v be any vertex of D. If condition (i)
holds, then the vertex w € V' — D is dominated by
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v only. Hence, D" = D — {v} is not a dominating set.

If condition (ii) holds, then D' = D — {v}
cannot be a dominating set. If third condition
hods, then |[N(v)NV —D|=0or [N(v)NV —D| > 2.
If [Nw)NnV—=D| =0, then < V — (D — {v}) >
is disconnected. Otherwise, < |/ — (D — {v}) > is
cyclic. Hence, in any case D' = D — {v} is not a
complement tree dominating set.

Since v € V(@) is arbitary, D is a minimal
complement tree dominating set. e

Theorem 3: For any complete graph K, with
n > 2 vertices,

1 ifn=2
Vet (Kn) = {n—Q ifn > 3.

Proof: Let K, be a complete graph on n vertices.

For n = 2 and 3 the single vertex v of K,, forms a
complement tree dominating set of minimum
cardinality.

So let us suppose that n > 4. Let D be any
non trivial subset of V(K,). If |D| =n — 2, then

D is a complement tree dominating set.

On the other hand, if |[D| = m < n — 2,
then < V. — D > 1is K,,_,, with n—m > 3. S0
in this case D is not a complement tree dominating
set. Therefore, v (K,) = n—2Vn>4.

Hence,

1 ifn=2
talkn) = {n—? if n > 3.
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Theorem 4: For the graphs C,, and P, on n vertices,

(@) 74(Cp) = n—2 Vn >3

n—1 ifn=23
() alFn) = {n—2 if n>4.

Proof: (a): For n = 3, using Theorem 3,

%t(C'n) = n—2.

So suppose that n > 4. In this case, any set D of
n — 2 vertices with < D > = P,_»  will form a
complement tree dominating set. Therefore,

’yct(Cn) S n — 2.

To prove that v,(C,) =n —2, let D be any com -
plement tree dominating set for (), with

|D| =m < n—2. Then <V — D > is disconnected.

If not, then < V — D > is a path on n — m vertices
with n — m > 3. In that case the internal vertices of

< V — D > are not dominated by D, a contra-

diction. Therefore, D cannot be a complement
tree dominating set. So,

Yet(Cn) = n—2Vn>4.

Hence the result.
(b) A similar proof holds for P,. o
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Theorem 5: For any tree T, v (T) = A(T) if
and only if T" is a wounded spider,

where A(T') is the maximum degree of 7.

Proof: Let T be the wounded spider obtained by
the subdivision of at most (¢t — 1) edges of

Ky fort > 1.
Ift =1, then T"= K5 and the result follows.

Now let D be any complement tree dominating
set of T'with |D| = m < A(T).
Let v be the vertex of maximum degree in 7'

Case 1: v e D.

In this case D contains at most A(T") — 2
pendant vertices. Therefore, < V' — D > is disconnected.

Case 2: v ¢ D.
In this case D contains at most A(7T") — 1
pendant vertices. i.e., at least one pendant vertex

is left out by D, and not dominated by D. So, D is
not a dominating set of 7.

Therefore, in any case v4(T) > A(T). Also
the set of all pendant vertices will form a compl-
ement tree dominating set of cardinality A(T).

Therefore, 7(T") < A(T). Hence,
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Conversely assume that for a tree T, v4(T) = A
(T'). If TK,,, the result holds. So assume that T’
# Ki,. Let D be a y4—set of T and let v be
an end vertex of 7. Assume that v does not be-
long to D. Then its support vertex must be in D.
Otherwise D would not be a dominating set. Therefore
< V — D > contains at least two components, a
contradiction. So,

Yee(T) > mnumber of end vertices.
Given that, v.(T) = A(T'). Therefore,
A(T) > number of end vertices.

Since T is a tree,
A(T) < number of end vertices.

S0, Yet(T) = A(T') = number of end vertices. Since
T # K ,, this implies that 7" is the wounded spider.

Note: The converse of this result does not hold
for general graph. For example, consider the cycle

Cy. For that, 7.(G) = 2 = A(G).

Theorem 6: For the Wheel graph W,, on n > 4,
vertices, v.(G) = 2.

Theorem 7: For any complete bipartite graph
Ky, with 2 <m <n,

7ct(Km,n) =m.

Proof: Let K,, 2 < m < n be the complete
bipartite graph with bipartition (1}, V5). Let 1V}

= {v1, Vg, ... U b and Vo = {ug, ug, ...... , Up } Then
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D = {vy,vg,....... s Um—1, U1 } forms a complement
tree dominating set for K, ,,. Therefore,

’th(Km,n) S m.

If m = 2, then,
’7<Km7n) = 2
S ﬂ)/ct(Km,n)
< 2.

Therefore, Yo (Kmpn) = 2, if m = 2.

Assume that 3 < m < n. Let D be a
complement tree dominating set of cardinality k.
Suppose |D| = k < m — 1. Since D is a domina-
ting set of K,,,, D must contain vertices from
both Vi and V5. Therefore, D contains at most
m — 2 vertices from each component. Hence,
V' — D contains at least two vertices from each
of V; and V5. Hence < V' — D > contains a cycle,

which is a contradiction. So,

|D’ > m. and fYCt(Km,n> > m. Hence,
'yct(Km,n) =m, V2 <m<n. °

Theorem 8: A dominating set D of a graph G
is a complement tree dominating set if and only
if for any pair of vertices wy,ws € V — D, J a
unique w; — wy path containing vertices of V— D
only.
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1. INTRODUCTION:

All graphs considered here are finite, simple
and undirected. Any undefined term in this paper
may be found in Haynes et al [4].

For n > 4, the Wheel Graph W, is K; + C,,_;.

A Wounded Spider is the graph K or the
graph formed by subdividing at most ¢t — 1 of the

edges of a star K, ¢t > 1.

The Star K ,-1 has one vertex v of degree
n —1 and n — 1 vertices of degree one.

The Connectivity k(G) of G is the minimum
number of vertices whose removal results in a trivial
or disconnected graph.

For a graph G = (V. E), aset S C V is
Independent if no two vertices in S are adjacent.
The Independence Number [y(G) is the maximum
cardinality of an independent set in G.

The Open Neighborhood N(v) of the vertex
v consists of the set of vertices adjacent to v.

A set S C V of vertices in a graph G = (V, E)
is called a Dominating Set if every vertex v € V

is either an element of S or is adjacent to an
element of S.

The Domination Number v(G) of a graph G equals
the minimum cardinality of a dominating set in G.
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A dominating set S of a graph G = (V| E)
forms a Dominating Tree Set if the induced graph
< S > forms a tree.

A dominating set S C V of a graph G = (V, F)
is a Nonsplit Dominating Setit the induced graph
< V — 8 > is connected. A nonsplit dominating
set S is a Minimal Nonsplit Dominating Set if no
proper subset S’ C S is a nonsplit dominating set.

The Nonsplit Domination Number ~,s(G) is the
minimum cardinality of a minimal nonsplit domi-
nating set.

A dominating set S C V of a graph
G = (V,FE) is a Complement Tree Dominating
Set if the induced graph < V — S > is a tree.
A complement tree dominating set S is a Minimal
Complement Tree Dominating Set if no proper sub-
set S” C S is a complement tree dominating set. The
Complement Tree Domination  Number v.(G) of
G = (V,E) is the minimum cardinality of a minimal
complement tree dominating set.

We define a set of vertices a v - set if it is a
dominating set with cardinality (). Similarly, a
Yns - Set and v, - set are defined. Unless otherwise

stated, a graph has n vertices and m edges.

2. MAIN RESULTS:
Theorem 1: Every tree T" except for star v, (1)

<n-—2.

Proof: If T'is a tree , which is not a star, then 3

two adjacent cut vertices u and v with degrees >
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2. Therefore, V' — {u,v} is a complement tree
dominating set of 7.

So, Yu(T) < m — 2. o

Theorem 2: If G is a tree such that x(G) > [y(G),
then v4(G) = v(G), where x(G)

is the connectivity of G and fy(G) is the indepen-
dence number of G.

Proof: Let D be a y—set of G. Since k(G) > [o(G)
> ~v(G), < V=D > is connected.

Hence, 74(G) < |D| = v(G).

But v(G) < v4(G). Therefore, v(G) = v4(G). o

Theorem 3: For a connected graph G, the comp-
lement tree dominating set S of GG is a dominating
tree set if S is a y—set of G.

Proof: Let S be a complement tree dominating set
of G. Assume that S is a y—set. Then Vv € S at
least one of the following conditions holds.

(a) v is an isolate in S.

(b) Ju € V — S such that N(u)NS ={v}. Then we

assert that V' — .S is a dominating tree set for G.
Since S is a complement tree dominating set,

<V —S>isatree. AlsoV—S is a dominating set.

Suppose not. Then 3 v € S such that u is not do-
minated by V' — S. Therefore,

NwnvV-S = 0. (1)
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Since G is a connected graph, u is not an isolate
in S. Then using condition (b), 3 v € V — S such
that N(v) NS = {u} a contradiction to (1). Thus
Sisnot ay set of G, which is again a contradiction.
Therefore, V' — S is a dominating set of G. o

Theorem 4: If a graph G = (V, E)) has order > 4
and 7.(G) = 1, then G contains K 5 as an induced
graph.

Proof: Let G = (V, E) be a graph of order n > 4
and v4(G) = 1. Let S = {v} C V be a y4—set of
G. Then V — S contains N(v) and the graph induced
by N(v) is a tree. Since |V(G)| > 4, |V =S| > 3.
Hence V' — S contains K5 as an induced subgraph. e

Let G be a graph on n vertices and let v
be any vertex of G. Then V — {v} forms a com-

plement tree dominating set.The next result is a
consequence of this.

Result: For any graph on n vertices, v, <n — 1.
Result: If a graph G contains two adjacent vertices
of degree > 2, then 7et(G) <n —2.

Result: If G is a graph with §(G) > 2, then v4(G)
<n-—2.

Theorem 5: In a graph G, 74(G) < n — 1, if and

only if G contains K3 or K » having at least two of

its vertices as non pendant vertices of GG as an in -
duced subgraph.

Proof: Let G be a graph such that 74(G) < n—1
and let D be a y4—set with  |D| =k <n — 1.

Then |V — D| > 2 and hence V' — D contains Ko
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as an induced subgraph. Let it be v;v,. Then, either
d a vertex v3 € D which is adjacent to v; and voor
3 two distinct vertices wy, wo € D such that vyw;

€ F(G) and vywy € E(G). Hence the result.

Conversely assume that G is a graph with
K3 or K—1 5 having at least two of its vertices are
non pendant vertices of G as an induced subgraph.

Case 1: The graph G contains K3 as an induced
subgraph.

Let u,v be any two vertices of K3. Then V' =V

— {u, v} forms a complement tree dominating set
for G. Therefore, 74(G) <n — 2.

Case 2: The graph G contains K; » with the above
mentioned property as an induced subgraph.

Let the vertices inducing K; 5 be x,u, v, where x
is the center of K, and v a non pendant vertex
in G. Then V' =V — {x,v} forms a complement

tree dominating set  for G. Therefore, v, (G) <
n — 2 < n — 1. Hence the result. °

Theorem 6: Let T" be a tree with at least one cut
vertex such that each cut vertex is adjacent to at

least one end vertex. Then, v,(T) = n — (7)),
where v(T') is the minimum cardinality dominating set.

Proof: Assume that 7 is a tree with at least one
cut vertex such that each cut vertex is adjacent

to at least one end vertex. Let S be the set of all
cut vertices of T. Then S is a y—set for T
~v(T) = number of cut vertices of T’
= n — number of pendant vertices of T
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We assert that the set S” of all pendant vertices of
T forms a ~y,—set for T.

Clearly, the set S’ forms a complement tree
dominating set for T Therefore, v.,(7T") < number

of pendant vertices, p.

Let D be a y,—set for T with cardinality k.
Suppose that & < p. Since D is a dominating set
D must contain at least one support vertex. So,
V' — D contains at least two pendant vertices of T
If their support vertices are in D, then V' — D is

disconnected. Otherwise D fails to be a dominating
set. Therefore, 1 either case we have a contradiction.

SO) f)/ct(T) Z p

Hence, v+(T) = p, where p is the number of
pendant vertices of T.

Yet(T) = n —number of cut vertices of T
= n—v(T).
Therefore, v (T) = n — ~(T). °

We have for any graph G, v,(G) <n — 1.

Theorem 7: For a graph G, 74(G) = n—1 if and
only if the non trivial component of GG is a star.

Proof: Let G = (V,E) be a graph having only
one non trivial component Gj.

Suppose that Gh = K4, t > 1.
Y(G) = |isolated vertices | + v (Gh)
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= |isolated vertices| + ¢

= lisolated vertices | + n — (|isolated vertices | + 1.)

Therefore, v4(G) =n — 1.

For the converse part, assume vy,(G) =n — 1.
Complement tree dominating set exists only if G
has exactly one non trivial component ;. Then,

we have to show that Gy is the star K, ¢t > 1. Let
D be a y,—set for G. Then D contains all isolated
vertices in G. Here |D| = n — 1. Therefore, |V —
D|=1.Let V— D = {u}. Then ue Gy.If we
add another vertex v from Gy to u, then D — {v}
is not a complement tree dominating set. But

< u,v > is connected and hence a tree. Therefore,
D —{v}is not a dominating set. So, either v is an
isolated vertex in D or N(u) N D = {v}Therefore
in any case v is an isolated vertex in D. Since v € D
is arbitary, D contains isolated vertices only. Hence
G is the star K4, t > 1.
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Abstract

The betweenness centrality of a graph measures the
tendency of a single vertex to be more central than all
other vertices in the graph. In many real world situation
it has quite a significant role. In this paper we study about
the betweenness centrality of graphs obtained by some
graph operations in the star graph and study some constr-
uction of betweenness uniform graphs.

1. INTRODUCTION

The common way to express the importance of
network objects 15 to quantify 1t'by evaluating a
specific centrality index on the vertices of the graph

representing a given network ; where the vertices
with the higher values of centrality are perceived as
being more important [9].

Betweenness centrality plays an important role

in analysis of social networks, computer networks
and many other types of network data models [7,8,9].
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Betweenness centrality measures the extent to which a

vertex lies on the shortest paths between pairs of other
vertices [4].

Let G(V,E) be a simple connected undirected
graph with vertex set V and edge set E,n and m

denote the number of its vertices and edges resp
ectively. For every vertex v € V , the open neig

hbourhood of v s the set N(v) = [u€ V: uve E|
and the closed neighbourhood of v is the set

N[v] = N(v)ul{v] . The degree of a vertex
v € V is deg(v)=|N(v)|. For any two vertices
u,v € V , the distance d(u,v) between u and
v is the length of a shortest path between u and
v in G. The eccentricity of a vertex u is
the number e(u) = max{d(u,v): v € V}. The
maximum eccentricity of the vertices of G is called
the diameter of G and is denoted by D.

Definition 1.1 [8] : Let G(V, E) be a simple connected
undirected graph with vertex set V. The betweenness ¢
entrality of a vertex v€YV is given by

B(v) = ). asé(tv),where o, is the number
sEVEL $

of shortest paths with vertices s and t as their end
vertices and o, (v) is the number of those shortest
paths that include vertex v

Definition 1.2 [8] : The average vertex betweenness
centrality of a  graph G(V,E) of order

180



SHINY JOSEPH

n isdefinedas B(G) = 1Z:B(v)

n vev

2. BETWEENNESS CENTRALITY OF SOME
GRAPH OPERATIONS.

For any vertex v € V ofagraph G of order n,

, where the value

B(v) lies between 0 and n;
0 is reached if and only if all neighbours of v
n—1

induce a clique in G and is the case where

G is the star graph S, with v as its central vertex [9].

In this section we calculate the betweenness centrality
of the vertices of the graph obtained by the join of
the star graph and a vertex , the betweenness cent-
rality of the vertices of the graph K,XS, , the bet-
weenness centrality of the graph obtained by joining
a vetex to the pendant vertices of S, and the
betweenness centrality of the vertices of the
lexicographic product S .K, and K,.S,.

Theorem 2. 1. [1] : If diameter D ofa graph G

is 2 , then the betweenness centrality of a vertex
. B 1
VEG isgivenby B(v) = > ol
s,teN(V)
st&E(G),s#t
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Theorem 2. 2 : The betweenness centrality of the
vertices of the join of the star graph S, and the
vertex da, is given by

(

= ; otherwise

;1f v= a or v is the central vertex

l\JI»—\

Proof : Consider the star graph S, with vertex
setu,v,,v,,.....,vV, ; where u is the central vertex
and K, withvertex a .Consider S ,AK,

N(u) = {a,v,,vs,eee,vo1} ,av,€E(S,) for i =1, 2,...,n—1
N(a) = {u,v,,Vy,.ee,Vo1)» Uuv,€E(S,) for i =1, 2,...,n—1

There are two paths connecting v; and v; through
u and a .Thus each nonadjacent pair (vi,vj),

i<j contributes two shortest paths. Since there

such combinations, by Theorem 2.1,

are (n—l
2

1

2

n—1

B(v) = Bla) = 5

Now N(v;) ={u, a} ,for i =1, 2,...,n—1
and au€E(S,)

Hence by Theorem 2.1, B(v;) = 0 , for
i =1, 2,..,n—-1
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Theorem 2. 3 : The betweenness centrality of the graph
K,XS, is given by

Blu,v) = (”_1)<67”_11) L i=1,2 ;if u

is the central vertex of S,

—
N
=

I
[HN
S

Blu,v,) =

Proof : Consider the graph S, with vertex set
u,u;,U,,....,u,_; where u is the central vertex
and the graph K, with vertex set v,,v,

There is only one shortest path connecting (u;,v,)
and (u;,v;) for 1#) and which passes through

such combinations.

(u,v,) . There are (n—

n—1
2

Oy u,v
Hence z (u:,vlo)_;(uj,vl)(( 1)) _

i#j un‘ﬁ):(“,;"l)
(uuvl)’(u;) Vl)EV(KZXSn)

There are three shortest paths connecting (u;,v,) and
(u I v,) for i#j and two of them passing through

the vertex (u,v,) .Thereare ((n—1)(n—2)) such
combinations.

Hence Z (f(ui’vla)(’(u”VZ)((u’V1)) = ((n—l)(n—Z))%_

i%j ”uW):(”,sz)

(u::vl))(u;yVZ)EV(KZXSn)
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There are two shortest paths from (u;,v,) to (u,v,)
of which one is passing through the vertex (u,v,).
There are  (n—1) such combinations.

Z O-(u;,v]),(u,vz)((u’vl>) _ ((n_1)>%

v wadevigxs,) vy

There is no shortest path from  (u;,v,) to  (uj,v,)
which passes through (u,v,).
n—1

o (n—l)(n—Z)%

n—1

Hence B(u,v,)= 5

Similarly

Z O-(Ll;,Vz):(uj’Vz)((u’v2)) = (n_l

O

i¢j u,,vz),(u,,vz)

(u;, va),(u;,v,)EV (K, XS,)

Z O-(u,,vz),(u,vl)(<uiv2)) _ ((n—l))%

v (s devikoxs,) vy

> Cagalen)

oy G(U,,vz),(upvl)
(U,-, Vz)a(u,',VJEV(KzXSn)

Z O-(”i»"z)’(“/,vz)((u: VZ))

=0
o

oy U, v,), (U, v,)

(“, s Vz):(u,, VZ)EV (KZXSn)
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+ nT—l +(n—1)(n—2)%

n—1
2

Hence B(u,vz) =

(n—1)(7n—11)

Thus B(u,v,) = 5

,for 1 =1, 2.

There are two shortest paths connecting (u,v,)
and (u;,v,) of which one is passing through
the vertex (u;,v,) . There are three shortest paths
connecting  (u;,v;) to (u;,v,) for i#j of which
one is passing through the vertex (u;,v,). There are

(n—2) such combinations for a fixed i .

Theorem 2. 4 : The betweenness centrality of the
vertices of the graph obtained by joining the vertex

a to every pendant vertices of S, is given by

(n—1)(n-2)

B(v) = s if v is the central vertex or
v =a
1 .
= — ;  otherwise .
n—1

Proof : Consider the star graph S, with vertex
set u,v,,v,,....,v,_, where u is the central
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vertex and consider the vertex a . Now join the
vertex a to every pendant vertices Vy,V,,.....,V,_q.
N(u) = N(a) = {v,,Vy,..c..,v,_,] .There are two
paths connecting v, and v, through u and
a.Hence for each nonadjacent pair (v;,v;), i<j ,

contributes two shortest paths. Since there are n—1

such combinations, by Theorem 2.1

B(v) = Bla) = + ”;1

2

) N(v) =[u, a) for

Hence by Theorem 2.1, B(v,) = for

i =1, 2,..,n—1

1
n—1 "~
Theorem 2. 5 : The betweenness centrality of the

vertices of the lexicographic product

S,.-K, 1isgiven by

%,1:1,2 Cif u is the

n—1

B(u,v) = P

central vertex of S,

Blu,v,) = 0,j =1, 2,..,n—1 ,i = 1, 2.
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Proof : Consider the graph S, with vertex set
U,uy,Uy,.....,u,_; where u is the central vertex

and the graph K, with vertex set v,,v,.

N((u,v))) =V(S,.Ko)—|(u,v))| > i = 1, 2. There
are two shortest paths connecting each nonadjacent
pair of vertices in  N((u,v;)) . Since there are

(n;l + (n—1)(n—2) such combinations , by theorem
2.1

_[n-1\3 . _ . )
B(u,v,) = s o= 1, 2. Since all the vertices

in N(u;,v;) areadjacent B(u;,v;) = 0

j=1,2...n—1, i=1,2

3

Theorem 2. 5 :The betweenness centrality of the
vertices of the lexicographic product

K,.S, isgivenby

(n—1)(n—2)

Bvp,u) = n+1

,i=1,2 :if u

is the central vertex of S,

_ (n=1)(n-2)
B(vj,v) = 2(n+1) !
i =1, 2.

Proof : Consider the graph S with vertex set

n
u,u,,uU,...,u,_, where u is the central vertex

and the graph K, with vertex set v v, .
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N((vi,u)) = V(K,.S,)=|(vi,u)| . i = 1, 2. Each
nonadjacent pair of vertices in N ((v;,u )) contributes

(n+1) paths.

Since there are 2(n—1 such pairs , by theorem 2.1,
B(vi’u):w , i=1, 2 .

n+1
N((V,-,Uj)) :{(Vk’us) k#i,s:l,Z,..n—l;(vl;u))(vbu)} 9

i=1,2, j=1, 2,..,n—1 .

Each nonadjacent pair of vertices in N((v;,u;))
contributes (n+1) paths.

Since there are (n | such pairs , by theorem 2.1

B(v,u) = % L i=1,2

2

3. SOME RESULTS ON BETWEENNESS
UNIFORM GRAPHS

Definition 3.1. [1] : Graphs with vertices having
the same betweenness centrality are called betwee -
nness uniform graphs. In this section we try to
construct some betweenness uniform graphs with
given betweenness centrality.
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Theorem 3. 1 : For any given integer n > 2 , there
exists a betweenness uniform graph with betweenness
centrality 1.

Proof : Construct the graph G with vertex set v,
Vy,.....,v, such that join the vertex v, to all other
vertices except v,_; and v, .If i = 1 take
vi.,, = v, andif i = n take v,,, = v, .There
are (n—4) shortest paths connecting v jand v,
and exactly one of  them passing through each v,

except 1 = j—1, j, j+1,j+2

Ov.v (vi) ]_
That is —L—— = (n—4 , for
v.v.ZE:V(G) OVJVM ( )n_4

jvi+

i#]
i=1,2..n .Hence B(v,) =1 ,fori =1,

2,...,n . Therefore G is a betweenness uniform graph
with betweenness centrality 1 .

Theorem 3. 2 : For any given integer n , there
exists a betweenness uniform graph with betweenness

centrality n;_l

Proof : Cosider two complete graphs , K, with
vertices  U;,U,,.....,u, and  vertices v ,v,,....,V, .

Join the vertex u; to the vertex v, for i =1,2,...,n.
N(ui) = (U, Uy, Uiy, Uppyen, Uy, Vi s Uil € E(G)
for i,j = 1, 2,..,n and u;v; € E(G) . There
are two paths connecting u; and v, through v,
and u, for j =1, 2,..,i—1, i+1,..,n . Since

there are (n—1) such combinations by Theorem 2.1
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n—1
2 2
N(vj) :{Vl,Vz’---Vi—p vi+1"’vn:uj}

B(u) = i =1, 2,..,n . Now,

viv; € E(G) for i,j = 1,2,..,nand v,u; € E(G).

There are two shortest paths connecting v; and u;

through u, and v; for i =1, 2,..,j—1,
j+1,..,n. Since there are (n—1) such combinations

by Theorem 2.1

., j=1,2...,n

n—1
Blv) = 5~

Thus the graph constructed with 2n  vertices
is a betweeness uniform graph with betweenness ¢

entrality %
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Let G be a locally compact abelian group, G be its dual group.
Fora subset E of G, LetI(E) ={f € L*(G):f’=0o0nE}and
J(E) ={f € L*(G):supp f NE = @} and J(E) = j(E). Then both

1

I(E) and J(E) are the biggest and smallest closed ideal of L (G)
with zero set E. Then E is said to be a weak synthesis set or weak
S-Set of characteristic nif f™ € J(E) for every f € I(E), see[3].
In this paper we generalise a result of R. Lasser [2] for weak spectral
synthesis sets. Notations are from [1]

We need the following lemma which is proved as a part of the
theorem in [2].

Lemma Let G be a locally compact abelian group, G be its dual
group and H a closed subgroup of G. Let 7 : G — H be the restric-
tion map of G = ¢ on H.Let K < G be the dual of G/H.LetT
be a compact set in G such that r is one-to-one on T and let
S c K be a closed set with scattered boundary a5 (i) Suppose that
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I, isaclosed ideal in A(G) with zeroset S+ T.If f € A(G)
satisfies the following two conditions,

then f €, + I(K +T).
(1) there exist a compact set C € K and g € I; such that

f—= g €I((K\C) +T);

(2) for each y € K there exist an open neighbourhood V of y in
Kandag €I, suchthat f —g € I(V +T).

(ii) Let f € I(S + T) and A(f, I;) = {y € K,for which there do not
exist V and g as in (i)}. Then A(f, I,) is closed and is a subset
of the boundary of S.

Theorem Let G be a locally compact abelian group, G its dual
group and H a closed subgroup of G.Let 7r:G — Hbe the

restriction map of G on H. Let T be a compact weak S-setin G
such that r is one-to-one on T (sothat K + T isa direct sum).
Let S © K be a closed set with scattered boundary 95 where
K = H* c G is the dual group of G/H.If K + T is a weak S-set,
then S + T is a weak S-set.

Proof: Let I; be as in the above lemma and let f € A(G) satisfy
the conditions (1) and (2) mentioned in the lemma.

Then f€I; + I(K + T). Given that K + T is a weak S-set; let
n be its characteristic. Then I"(K +T) c jJ(K +T) € J(S +T)

clWehave f=g+ hwhere g€l,and h€I(K+T)So
ff=(g+h)" =g, +h" whereg; €I;.So fr* €.

Let m — 1 be the characteristic of T and let f € I(S + T).Then we
Prove A (f™,1;) = @. From part (ii) of lemma it is enough to
prove that A (f™", 1) has no isolated points. Suppose y isan
isolated point of A (f™",1;). Then there exists an open neigh -
bourhood U of yin K suchthat U\ {y} c K\A (f™", I,). Since
L+I1y+T)=I1(y+T)>DI(S+T),thereisa g € I, such that

f—g€l(y+T).T isaweak S-set of characteristic m — 1, so

194



MURALEEDHARAN. T. K

y + T is a weak S- set of the same characteristic. So there exists a

function  f, vanishing in a neighborhood W), of y + T such that
fF—9)m ' =limfi.So (f —g)" =lim fi, + (f —g). Then

there are open V, € K suchthat y € V,and V, +T c W,
therefore f is zeroon Vj + T. Choose open neighbourhoods
V,Wof yin Ksuchthat VcVecW cW cUwith 7,

compact. Then (V +T) N ((K\W) + T) = @ and thereisan h €
A(G) such that h(x) = 1forall xeV+ T and h(z) =0 for
all z€ (K\W)+ T. Now we can apply the first part of the
lemma. Thus [hfi(f — @I" € I, h"(f — g)™ € I, s0 h"f™"
€ I;. Then f™ = hp*fm™ — (p"f™ — fm™My e, +1(V +T). So
y & A(f™, 1) a contradiction. Hence A(f™", 1) = @.

When K is compact, f™" satisfies the conditions in le mma(i)and
sof™ e, + (K + T). As before this implies(f ™)™ € I;.
Suppose that K is not compact. For f€I(S + T), choose g, € A(G)
such that supp gy is compact and lim f g, = f. Further for each
k € N there is a compact C c K such that supp g, NK+TcC+T,
hence f + g, € I(K\C) +T)so (f + g,)™ € I((K\C) +T)
thus A ((fgi)™, 1) = @, thus ((Fg)™" € I;,s0 fm* g,
thus S + T is a weak S-set.

Corollary In the statement of the theorem assume T is a C-set;
then characteristic of S + T is less than or equal to n?, where n
is the characterictic of K + T.
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